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Evidence for enhanced phase fluctuations in nanostructured niobium thin films
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In a superconducting nanostructure, phase fluctuations are prominent and give rise to finite resistance below
superconducting transition temperature Tc. By using a monolayer polymer/nanosphere hybrid we developed
previously, we fabricated a large array of interconnected niobium (Nb) honeycomb lattices with the thinnest
interconnected linewidth d ranging from 36 nm to 89 nm. The honeycomb cells form a highly ordered triangular
lattice with more than 108 unit cells extending over few mm2 area, which enables the detailed transport study at
nanometer scales. We found Tc gradually drops with decreasing d due to the phase-slip effect, while the critical
field at lower temperature tends to follow that of a continuous Nb thin film. One likely scenario is to consider
a model system of numerous superconducting islands interconnected by short phase-slip junctions, where the
phase coherence is dictated by the phase slippage in the nanoconstriction. This was strongly supported by the
excellent fitting to the thermally activated phase-slip model and also the unusual phenomena of transition width
narrowing in high fields.
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In the high-Tc cuprates and some organic superconductors
where phase rigidity is weak despite the large binding energy,
a host of experiments have uncovered a vortex-liquid state that
extends high above the critical Meissner transition temperature
[1–3]. On the other hand, in the low-Tc superconductors, the
onset of diamagnetism is very well described by the mean-field
BCS description [4,5]. The main factor is the large Cooper-pair
density, which leads to a phase rigidity of the pair condensate
that is extremely stiff even very close to the critical transition
temperature Tc. A consequence of this extreme stiffness is
the strong suppression of phase fluctuations, which often
precludes the observation of fluctuation phenomena arising
from competition between superconductivity and other states.
One way to tune the phase rigidity in a superconductor is
by the phase slip mechanism. It has been demonstrated that
the suppression of Tc in a single superconducting nanowire
is driven by phase slips [6,7]. The unbinding of vortex-
antivortex pairs in ultrathin superconducting films has also
been investigated to test the Berezinskii-Kosterlitz-Thouless
(BKT) theory [8–10].

Research on superconducting nanostructure goes back to
the 1980s. The Little-Parks effect [11] was demonstrated
in artificially nanopatterned superconducting films showing
oscillatory behavior in resistance and magnetization under
an applied magnetic field [12–16]. Josephson-junction arrays
were also extensively studied to elucidate the BKT transition
[17,18]. More recently, unusual insulator-superconductor tran-
sition [19] was observed in a nanohoneycomb array of holes
in amorphous bismuth films demonstrating exotic Cooper pair
localization effect. Here, we have exploited a recent advance
to make interconnected Nb honeycomb lattice (INHL) with
sub-100 nm nanostructures extending over 108 cells while
still maintaining macroscopic correlation lengths, which is
a rarely explored regime in terms of size and geometry
compared to previous works. Our goal here is to exploit
the long correlation length and the macroscopic size of our
array to investigate the role of phase slip and rigidity in
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a low-Tc superconductor Nb. Unlike previous investigations
[6,7,20], our INHL system shows richer phenomena arising
from the interplay between the flux-line lattice and the phase
fluctuations.

A series of INHLs with different interconnected linewidths
d ranging from 36 nm to 89 nm was fabricated [21,22].
Figure 1(a) shows an SEM image of a Nb honeycomb lattice
with separated islands, where red dotted lines indicate a single
honeycomb cell with a size about 200 nm. For INHL with
d = 74 nm, an atomic force microscope image taken by an
ultrasharp tip is shown in Fig. 1(b). The cross-sectional depth
profile along the dotted red line is given in the lower panel
of Fig. 1(b) indicating a film thickness of t = 34 nm with
a smooth edge profile. Figure 1(c) shows the temperature
dependence of the normalized resistance R/Rn, where Rn is
normal-state resistance at T = 10 K. The residual resistivity
ratio (RRR), defined as R(250 K)/R(10 K), progressively
decreases with Nb linewidth d from RRR = 2.35 of a
continuous Nb film to RRR = 1.26 with d = 36 nm, which
suggests a reduced relative contribution from electron-phonon
scattering as compared to impurity scattering in INHLs. The
superconducting transition temperature Tc is defined as the
temperature at which R/Rn = 10−3. Tc equals 8.2 K in a
continuous Nb thin film with a normal-state sheet resistance
R�(10 K) = 2.096�. In the d = 36 nm sample, Tc drops to
5.13 K and R�(10 K) increases by more than 20 folds to
53.4�. The d dependence of Tc is shown in Fig. 1(e), where
the red dotted line refers to the Tc of a continuous Nb thin
film. The inset figures of Fig. 1(e) are scanning electron
microscopic (SEM) images with the white scale bars equal
to 500 nm. The systematic decrease of Tc with d is also
clearly shown in Fig. 1(d), which is a blowup view of the
low T resistance transition to superconducting states. The
error bar in d comes from the statistical average of more than
10 000 antidot diameters obtained from high resolution SEM
images [22].

The sheet resistance R� versus reduced field H/Hm of the
d = 36 nm sample is shown in Fig. 2(a) at several temperatures
slightly lower than Tc = 5.13 K, where Hm equals 600 Oe. A
macroscopic nonzero R� appears at noninteger H/Hm values
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FIG. 1. (a) SEM image of a Nb honeycomb lattice with isolated Nb islands. The red dotted hexagon indicates a single cell of the lattice.
(b) An AFM image of a interconnected Nb honeycomb lattice (INHL). The bottom panel shows the cross-sectional profile along the red dotted
line showing a Nb thin film thickness t ≈ 34 nm and interconnected linewidth d ≈ 74 nm. (c) The normalized resistance R/Rn versus T for
four INHL samples with different d’s ranging from 36 nm to 89 nm. Low-T blowup view is shown in (d) that shares the same color code as (c).
(e) The superconducting transition temperature Tc as a function of d . The upper and lower inset figures are SEM images for d = 89 and 36 nm,
respectively, where the white scale bars equal 500 nm. The red dotted lines are the Tc value for a continuous Nb thin film. As d decreases, both
the Tc and the residual resistivity ratio drops. The superconducting transition width is also getting wider for smaller d .

due to the kinetic energy loss from the induced screening
supercurrents as expected from the Little-Parks effect [11],
and R� quickly reduces to zero at integer values of H/Hm and
restores the zero resistance state. For an ideal triangular lattice
with lattice spacing a, the matching field Hm ≡ 2�0/

√
3a2,

and �0 ≡ h/2e is a fluxoid. We remark that the calculated
Hm = 598 Oe (a = 200 nm) is nearly identical to our
experimental Hm = 600 Oe obtained from the R� oscillation
shown in Fig. 2(a), which provides a strong support for the
well-ordered nanostructures in our INHLs [22]. Figure 2(b)
shows the contour plots of the normalized resistance R/Rn

(color code) versus H/Hm and T for continuous Nb thin
films and INHLs with d = 36 nm, 61 nm, and 89 nm. The
blue and red regions represent the superconducting state and
normal state, respectively. Apparent oscillations at the phase
boundary were observed for all the INHLs, where the number
of oscillation increases with decreasing d. The black line
refers to R/Rn(H,T ) = 1/2. We remark that the tuning of
a single parameter d suppresses Tc by as much as 40% (8.2 to
5.13 K) without significantly affecting the curve of Hc2 vs T

particularly in low T and large H/Hm regime.
According to the Langer-Ambegaokar-McCumber-

Halperin (LAMH) theory [23,24], the phase slip rate due to
a fluxoid cutting across the nanowire is thermally activated
over a free energy barrier �F (T ) = (8

√
2/3)(H 2

C/8π )Aξ (T )
corresponding to a superconducting condensation energy of
a small volume Aξ (T ), where A is the cross-sectional area
of the nanowire and ξ (T ) is the superconducting coherent
length. A small current further breaks the balance between

+2π and −2π phase slips resulting in net phase changes and
hence a finite resistance that can be described as

RLAMH = πh̄2�

2e2kBT
e−�F (T )/kBT , (1)

where the prefactor � ≡ (L/ξ )(�F (T )/kBT )1/2(1/τGL), L is
the length of the nanowire, and τGL = πh̄/8kB(Tc − T ) is the
characteristic relaxation time in Ginzburg-Landau theory. The
temperature dependence of the resistance in INHLs with four
different d’s can be well fitted to the LAMH model using
Eq. (1) shown as red lines in Fig. 3(a), where Tc and �F0 ≡
�F (T = 0 K) are the only two fitting parameters. We remark
that the excellent agreement between the LAMH fittings and
experimental data points is obtained over a wide range of R/Rn

from 0.1 to 10−7 extending over six orders of magnitude. The
corresponding values of Tc and �F0 as a function of d is
plotted in Fig. 3(b), where the Tc from LAMH fittings (open
red circles) shows systematic decrease with d consistent with
that from the resistance data (solid black squares). On the other
hand, the �F0 from the LAMH fitting equals 105 K for d =
89 nm sample and drops linearly as d decreases giving �F0 =
3900 K for d = 36 nm. The linear fit (green line) to the �F0

versus d data points is in accord with the LAMH model giving
�F0 ∝ A = d × t (cross-sectional area of the interconnected
line). However, we note that it extrapolates linearly to a value
of d ≈ 30 nm as �F0 goes to zero suggesting the failure of
the LAMH model in small d regime. In a log scale as shown
in Fig. 3(b), �F0 can be better described by exponential decay
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FIG. 2. (a) Sheet resistance R� as a function of H/Hm for d =
36 nm INHL close to Tc. The rapid and macroscopic increase of R� at
fractional values of H/Hm is a direct consequence of kinetic energy
loss due to the screening supercurrents. (b) A phase diagram of INHL
for continuous Nb film and d = 36 nm, 61 nm, and 89 nm. The
color code represents the normalized resistance R/Rn, where red and
blue regions refer to the normal state and the superconducting state,
respectively. The solid black lines are the curves for R/Rn = 0.5.
Apparent oscillations at the phase boundary were observed for all the
INHLs.

(red dotted line) for d � 60 nm, where quantum phase slip
effect may become more important [6,25].

Surprisingly, the broad transition width in INHL can be
effectively suppressed by applying magnetic field H normal
to the film surface as shown in Fig. 3(c), where the solid lines
are the R/Rn versus T curves of d = 61 nm INHL sample at
seven different H ’s ranging from zero to 6 kOe. The transition
width �Tc, defined as the temperature difference between the
two intercepts at R/Rn = 0 and 1 by linearly extrapolating the
curve at R/Rn = 0.5 apparently drops from �Tc ≈ 0.274 K
at H = 0 Oe (red curve) to �Tc ≈ 0.063 K at H = 6 kOe
(black curve). The reduction of transition width in INHL is
in big contrast to the continuous Nb thin film with the same
film thickness shown as dotted lines sharing the same color
codes as solid lines, where its �Tc only gradually increases
with H . We remark that �Tc in INHL at high fields is nearly
the same as that in the continuous Nb thin film at zero field.
Figure 3(d) shows the normalized transition width �Tc/Tc

versus magnetic field in four INHLs with different d values

of 36 nm, 61 nm, 74 nm, and 89 nm. Two distinct regimes
can be identified: phase-slip dominant regime and flux-creep
dominant regime. In high H ’s, the magnetic fluxes inevitably
penetrate the superconducting region of INHL and result in a
larger �Tc/Tc with increasing H as expected by Anderson’s
flux-creep model [26]. On the other hand, in low field regime,
the phase-slip effect plays an important role, and an unusual
reduction of �Tc/Tc with increasing H was observed in all
INHLs. The critical field Hx, at which the crossover from the
phase-slip dominant to the flux-creep dominant regime occurs,
increases rapidly as d drops. It gives Hx ≈ 3 and 4 kOe for
d = 74 and 61 nm, respectively, and attains a large critical
field of Hx ≈ 20 kOe for d = 36 nm, which are indicated
by the arrows in Fig. 3(d). On the contrary, for continuous Nb
thin film, only the flux-creep dominant regime was observed as
shown in Fig. 3(d) (star symbols). We remark that the reduction
of �Tc/Tc is only sensitive to the field component that is
perpendicular to the INHL [22], which excludes the extrinsic
disorder effects.

In a Nb thin film with thickness of about 30 nm, the
zero temperature superconducting coherent length ξ0 and
penetration depth λ(0) are both around 100 nm [27]. In our
continuous Nb film with t = 34 nm shown in Fig. 1(c), the
residual resistivity ρ0 ≈ 7.1 μ� cm with Tc = 8.2 K agrees
with the thickness dependence of ρ0 and Tc reported previously
in sputtered Nb thin films [27]. Using the phenomenological
value of ρ0
 = 3.72 × 10−6 μ� cm2 [27,28], we deduced a
mean free path 
 ≈ 5 nm in our continuous Nb thin film,
giving the ratio of ξ0/
 about 20. The effective supercon-
ducting coherence length can then be described by ξ (T ) ≈
(ξ0
)1/2/(1 − T/Tc0)1/2 in the dirty limit [4], where Tc0 is the
BCS superconducting transition temperature. Therefore, the
ξ (T ) � ξ (0) ≈ (ξ0
)1/2 ≈ 23 nm, and it grows larger when
approaching Tc. As shown in Fig. 3(d), within the resistive
transition range, maximum �Tc/Tc equals 0.22 (0.01) giving
a lower limit of the coherent length ξ (T ) ≈ 50 nm (200 nm)
for d = 36 nm (89 nm), which justifies the quasi-1D limit
for the observed phenomena in our sub-100 nm INHLs. The
suppression of Tc is then intimately related to thermally
activated phase slips in the nanoconstriction, which gives
rise to a reduced phase rigidity in INHL compared to a
continuous Nb thin film. INHL thus shows close resemblance
to a high-Tc superconducting cuprate system in terms of
weak phase rigidity. The suppression of transition width under
magnetic field in INHL shown in Fig. 3(c) is reminiscent of
the vortex-liquid to vortex-solid transition in cuprates [29].
At low fields, the flux lines form a liquid phase and can hop
across each other within the INHL resulting in large phase
fluctuations and hence a broad transition width. Due to the
repelling nature of the flux lines, the maximum number of flux
lines within each cell can be calculated using ns = D/4ξ (T )
[30,31], where D is the diameter of the cell. In our INHLs,
we estimate ns � 2. As the field increases to above the critical
field Hx, the number of flux lines within each cell already
saturated making it energetically unfavorable for the flux lines
to move around. This collective flux-line pinning effect [32,33]
strongly reduces the phase fluctuations in INHLs and makes
the transition width narrower in higher magnetic fields. The
resulting phase diagram of the flux-line lattice is shown in
Fig. 4, where a phase transition between liquid (lower-left
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FIG. 3. (a) LAMH fittings (red lines) to the R/Rn-T curves in four INHL samples with difference d’s under investigation. (b) The d

dependence of the two fitting parameters: Tc and zero-temperature free energy barrier �F0, obtained from LAMH model. The solid squares
are the Tc values obtained from the resistance data with R/Rn = 0.001. �F0 is practically linear with d , but it appears to exponentially decay
with d as d � 60 nm. (c) R/Rn-T curves under perpendicular magnetic fields H . The solid and dotted lines are the data for d = 61 nm and
continuous Nb thin film, which shares the same color codes representing different H values ranging from zero to 6 kOe. For d = 61 nm, the
superconducting transition width apparently decreases with increasing H , which is in big contrast to the continuous Nb thin film that shows
little variation of transition width with H . (d) The normalized transition width �Tc/Tc versus H . A rapid decrease of �Tc/Tc with increasing
H appears in all INHL samples, where it reaches a local minimum at the critical field Hx. Hx values, indicated by the black arrows, are strongly
d-dependent and grow larger for smaller d .

image of Fig. 4) to solid (upper-right image of Fig. 4) can
be driven by tuning either the phase-slip junction width d

or external magnetic field. We remark that such behavior is
absent in the single superconducting nanowire system that
shows no apparent change in the transition width under
field [34].

The broadening of resistive transition in zero field can
also arise from the dissociation of vortex-antivortex pairs
[17,18,35,36]. For T � TBKT, a finite resistance appears due to
increasing population of unbounded vortices, which follows a
special T dependence of R� = R0exp[−b(T/TBKT − 1)−1/2].

This, however, was not observed in our continuous Nb films
and INHL samples [22]. We also note that the sheet resistance
in our samples (2� � R� � 53.4�) is more than two orders of
magnitude smaller than those superconducting films showing
BKT transition. In addition, the nanoconstriction width in
our INHL samples (36 nm � d � 89 nm) and the distance
between the superconducting islands (a ∼= 200 nm) are merely
at similar length scale as the superconducting coherence
length ξ (T ), which makes our INHL different from the
regular superconducting arrays with weak links and a sizable
junction coupling energy. We, therefore, argue that the BKT
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FIG. 4. Critical field Hx versus d that separates two distinct
phases of flux lines. In liquid phase, the flux lines can move around
within the INHL and cross each other without costing much energy as
illustrated in the lower-left image. Large phase fluctuations can appear
in the liquid phase. On the contrary, as H increases, the collective
pinning effect drives the flux lines into a solid phase, where flux lines
are mostly pinned either inside the cell or within the INHL, and thus
the phase fluctuations are strongly suppressed.

type transition is unlikely to be important in our INHL
samples.

In summary, we have demonstrated the feasibility of
reducing the phase rigidity in a superconductor via artificial
nanostructures. This is strongly supported by the observation
of a wide superconducting transition width in zero field that can
be well-fitted to the thermally activated phase-slips model. We
also uncovered an unusual reduction of transition width with
increasing magnetic field, which can be understood in terms
of a magnetic-field-driven phase transition from a flux-line
liquid phase into a solid phase in INHL due to collective
pinning effect. This behavior is consistent with the scenario of
reduced phase rigidity in INHL via interconnected phase-slip
junctions, where an intriguing vortex-liquid state can be
realized in a conventional low-Tc superconductor with artificial
nanostructures. Our work provides an important experimental
advancement to the phenomena associated with the phase
fluctuations in superconducting nanostructures.
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