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Abstract
This paper develops a method of Vector Projection (VP), which is based on investigations and a mathematical abstraction of many methods of Pulse Shape Discrimination (PSD) used in particle identification. VP is a universal method and its optimum parameter selection is discussed in detail. Optimized PSD effect by using VP with appropriate parameters is verified utilizing the data got from the FADC measurement system. 
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1. Introduction
Pulse Shape Discrimination (PSD) is widely used in nuclear physics, heavy-ion physics and high-energy physics, especially in the areas of neutrino detection and dark matter search. Thus it is necessary to study PSD in theory [1]. Formerly, the researchers always use the method of integrating the electric current pulse to identify particles such as α and γ. With the wide use of FADC, recently, the actual waveform of electric current pulse of particles is accessible experimentally, therefore both the theory and practices aspects can be improved. Utilizing the data of electric current pulse from FADC, and abstracting the mathematical essential of many PSD methods, we develop a universal method of Vector Projection (VP) in this paper.

2. Experiment
2.1 Experimental setup
 CsI(Tl) crystals have fine pulse shape discrimination ability[2][3].Aφ3cm×3cm cylinder of   CsI(Tl) crystal detector (made in Beijing Sensor crystal materials Co., Ltd), whose circular side and one flat side are covered with a thin aluminum foil and the other polished flat side is couple
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with optical grease to a photo-multiplier tube (PMT) CR110 (made in Beijing Hamamatsu Photon Technology Co., Ltd), is used in the experiment. Under the cover of the aluminum foil, the detector is wrapped with several layers of white Teflon tape to provide the best possible light collection. An 241Am source for supplying α particles and a 137Cs source supplies γ are used. The measurements for α and γ are performed dividedly in order to get the data for theoretical analysis. When measuring γ particles, we position the 137Cs source in close vicinity to the front face (the flat side covered with Teflon tape and aluminum foil); when measuring α particles we position the 241Am source even closer to the front face and cut out of the aluminum foil a little gap to let α particles enter the crystal detector easily. During the experiment the assembly is placed in a black box to shield it from ambient light. 

We use an 8bit 20MHz FADC, whose conversion time is 50ns, in the electronics system [4] ,this allows a high enough ADC sampling rate to accurately record the actual waveforms.

2.2 Experimental data
The data we obtained are stored in data files, in which an event (a particle entering the crystal is called an event) has 612 bytes of data; i.e. for each event the electronics system stores 612 conversion data, which are nearly 30 μs totally. Using the gate control and delay in the hardware, we divide the data into two parts: the first 100 bytes of the data are the baseline and the remaining 512 bytes are the waveform. In the following figures of the waveforms we use time as the abscissa (1 time point = 50ns). Fig.1 shows the average pulse shapes of the waveform data.
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Fig.1: Average waveforms of α and γ particles. The interval between two points in the abscissa is 50 ns. Fig.1 (a) is a current-pulse shape and Fig.1 (b) is a charge-pulse shape, which is obtained from integrating the data of (a). The pulse shapes of α and γ are normalized using the maximum values of the waveform (i.e. normalized by using infinite norms). The broken line in (a) is the vector
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3. Vector Projection Method (VP)
3.1 Principle of VP
3.1.1 Mathematical formulation
Considering the vector space R of N dimensions, the ideal waveform data (whose length is N) of α and γ particles are vectors of this vector space. After normalizing the vectors of the α and γ particles, we can get the normalized vectors: a and r, called projected vectors. In the following discussion, the projected vectors we will use are all normalized first (the normalization will be discussed in detail in 3.3.3). Given a direction δ in the space R, called the projective direction, calculating the projections of vector a and r in this direction, generally, we can get different projected lengths of a and r—in some special directions, the projected lengths are equal—hence, we can utilize the distinctness of projected lengths to discriminate the pulse shape between α and γ particles.

Generally, the projected lengths of vectors a and r are unequal in different projective directions, so is the difference of projected lengths a－r. If we use the absolute value of the difference of projected lengths 
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 as a figure  of  merit of different methods of  PSD (as detail in 3.3.1), the goal is to find the direction that maximizes Δ. Given a unit vector δ, (a, δ) and (r, δ) are the projections of a and r in the direction of δ.
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Hence, only if 
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, i.e. the vector δ is a unit vector in the direction of 
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In other words, selecting the direction (or the opposite direction) of the difference of the projected vector a and r as projective direction δ, we can maximize the difference of projected length Δ. Thus we select the projective direction as:
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where a and r are the normalized vectors of the ideal pulse shape of α and γ particles. Because that δ is a unit vector is not necessary in our discussion, for simpleness, we don’t convert δ to a unit vector.
3.1.2 Graphical representation
In the following, we will illustrate the mathematical principle graphically in a 2-dimensioned vector space (Fig.2). Here, p1 and p2 are two arbitrary vectors. The difference of the projected length of p1 and p2 in the direction of 
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Fig.2: Illustration of the principle of VP 
3.2 Universality of VP
VP is a universal method in PSD, and in fact many PSD methods are special cases of VP, where the projected vectors a, r and the projective direction δ are defined as different vectors. Usually, vectors a and r are defined as the pulse shapes of α and γ— often the current pulse, the charge pulse, the voltage pulse or any other pulse filtered by some filtering method; the choice of the vector δ are the main differences of different PSD methods. As the following shows, many widely used PSD methods are VP method.

Example A: In the method of averaging the ADC waveform within a rectangular window [5], vectors a and r are the charge pulses and vector δ is a rectangular window function.

Example B: In the method of averaging the ADC waveform within a custom weight function[5], vectors a and r are the charge pulses and vector δ is a custom weight function.

Example C: In the method of sampling the ADC waveform [5], vectors a and r are the charge pulses and vector δ is a unit sampling function. Thus this method is comparing with the pulse heights of the α and γ pulse shape on the special time point, where function value of the unit sampling function is not zero.

Example D: In the method of comparing of electric charge, which is used most widely in PSD, generally we first integrate the current pulse of 2 periods of time then calculate the ratio of the 2 electric charges and use the ratio to discriminate the pulse shape. Calculating the ratio of slow electric charges and total charges [4] or the ratio of the fast electric charges and the slow ones [6] are usual methods. Because the integration of the current pulse correspond to a point or the difference of 2 points of the charge pulse, the method is virtually a transform of example C.

Example E: In this method, a parameter is defined to discriminate the pulse shape [7], i.e.
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where ai is the amplitude of the pulse at time ti. Since
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, this method is also a special case of VP. Vectors a and r are the normalized vectors 
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3.3 The optimum parameters in VP
We analyze the influencing factors of VP in order to optimize the effect of PSD. According to the discussion of 3.1, we consider that the main influencing factors of VP are: the definition of the projected vectors a, r, the projective direction δ and the normalization method. In addition, since the actual pulse shapes have deviations from ideal shapes, we should refine the definition of vector δ.
3.3.1 Figure of Merit (FOM)
Figures of Merit (FOM) are widely used in PSD in order to quantify and compare the discrimination effects of different methods [8] [9].
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Where ΔD is the distance between the two discrimination peaks in the discrimination spectrum and W1 and W2 are the half-width of the two discrimination peaks. An example of discrimination spectra is given in  Fig.3. The bigger the FOM is, the better discrimination effect we get. In VP the distance ΔD corresponds to the difference of the projected length Δ, thus when W1 and W2 are constants, the bigger Δ is, the bigger FOM is. That is why we consider using Δ as the criterion of PSD effect in 3.1 (see further discussion in 3.3.4).
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 (b)

Fig.3: An actual measured discrimination spectrum by using the method of comparing electric charge. Fig.3 (a) is a discrimination spectrum and the abscissa is the ratio of Q1 and Q0 (Q1 is the slow part of the charges and Q0 is the total charge of a certain pulse). Fig.3 (b) is a discrete point figure of (a); its abscissa is Q0 and ordinate is Q1. The FOM of this data is 2.21.
3.3.2 Selection of vectors a and r
Usually the selection of vectors a and r have several schemes: the current pulse, the charge pulse, the voltage pulse or any other pulse filtered by some filtering method. The FADC electric system we used in our experiment can collect the current pulse shapes directly and we can obtain the charge pulse shape by integratin, thus we compare the two pulse shapes.

 Qualitatively speaking, the current pulse shape has much more fluctuation than the charge pulse shape, because integrating can smooth the fluctuation. Hence using the charge pulse should be better than using the current pulse. In order to confirm it, we project the current pulse and the charge pulse in the direction of their respective vector. Then we get the results that FOM<2.6 using the current pulse and FOM>2.6 using the charge pulse.

The results indicate that using charge pulses as projected vectors a and r is superior to using current pulse in VP.
3.3.3 Normalization method
Gathering a series of waveforms of a certain particle, it can be observed that these pulses are similar in shapes but not in amplitude because of the different energies of the particles entering the detector. Once normalized, the waveforms of given type of particles can be regrouped according to their pulse shape and then they can be discriminated effectively.

Some PSD methods mentioned in the references use the maximum of the waveform to normalize the pulse shapes[5]—in the method of comparing electric charge (example D in 3.2)[4], the method uses the total charge to normalize the waveforms (actually it uses the maximum of charge pulse shape). Considering this method from the viewpoint of vector space, using the maximum value is utilizing the infinite norm to normalize the pulse shape, i.e.
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where a is the N dimensional vector which needs to be normalized. Thus we can extrapolate that other norms also can be used in normalization. 

Generally, the normalization formula is as following,
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where n is the norm. We studied different norms and find that ,as shown in Fig.5, waveforms normalized by norm 1 have the optimum effect of PSD, i.e.
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3.3.4 The optimum selection of the vector δ 
According to the discussion in 3.1, the optimum choice of the vector δ is,

δ = a－r.

And the difference of the projected length of projected vectors a and r in this direction is,

Δmax = |a－r|

Because we cannot give the ideal waveforms of α and γ particles, in our calculation the average waveforms replace the ideal waveforms; i.e. δ is the difference of the average waveform, which is shown in Fig. 1.

The normalized waveforms we obtained are not entirely the same as the average waveform in the shape—they fluctuate about the average waveform; that is why the discrimination peaks broaden in the discrimination spectrum. In other words, if they have no fluctuations, we will get some lines in the discrimination spectrum. If the deviations between the average waveform and actual normalized waveforms are uncorrelated with the abscissa (time point), the deviations have the same character as white noise. Whatever interval we selected as the projective direction from 
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, we will get the same width of peak in the discrimination spectrum. Thus the optimized selection of projective direction would be in whole region of 
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, because that have the maximum difference of projected length and can get the maximum distance between two discrimination peaks. However, we have found in our calculation that the deviations do correlate with the abscissa (as shown in Fig. 4.), so selecting the whole region of 
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 as the projective direction does not always optimize the discrimination .

Considering selecting an interval or several intervals of 
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 in the projective direction δ, we should pay more attention to the following two factors:

1) The region of selected interval:It should be as long as possible in the projective direction;

2) The deviations between actual waveforms and average waveform should be as small as possible in the selected interval.

The 1st factor effects the distance between the discrimination peaks and the 2nd factor effects the widths of the peaks. Fig.1 shows that the altitude in interval [100,200] of 
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 is larger than that in the interval [500,600] , thus according to the 1st factor to select the interval  [100,200] of 
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 is better. Observing Fig.4 we find that to select the middle part [300,400] of the wave shape is better because of small deviations .

 To verify the above conjecture we give the projective direction δ of the vector 
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, and calculate FOM in different intervals. The results are shown in Fig. 5. According to the results   some intervals of 
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 as the projective direction are satisfied for optimization of PSD. 

Investigating the references, we find in the “method of averaging the ADC waveform within a custom weight function”[5] (example B in 3.2), which has the optimum PSD effect in the reference, that its custom weight function is similar to the vector 
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 (shown in Fig. 1) in the shape and similar to the optimum interval calculated by VP (shown in Fig. 5) in the definition domain.
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Fig.4: Fig.4 (a) is 100 actual pulse shapes normalized using norm 2. Fig.4 (b) is the deviations between the actual pulse shapes and their average pulse shape. The deviations are correlated with the abscissa.
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Fig.5: When different intervals are selected as vector δ, FOM varies with it. The 4 curves represent FOM when the projected vectors a and r are normalized using different norms: 1, 2, 3 and infinity. According to the figure, the waveforms normalized using norm 1 has the optimum FOM. The points corresponding time to the number of the interval are listed as the following table.

Norm 1, 2 and 3:

	No. of interval
	1
	2
	3
	4
	5
	6
	…
	26

	Time point
	126
	[121,130]
	[111,140]
	[101,150]
	[101,170]
	[101,190]
	… 
	[101,590]


Norm infinity:

	No. of interval
	1
	2
	3
	4
	5
	6
	…
	26

	Time point
	134
	[131,140]
	[121,150]
	[111,160]
	[101,170]
	[101,190]
	… 
	[101,590]


4. VP comparing with other PSD methods
We performed some calculations to compare the discrimination effects of VP with other PSD methods and show the different results when using different parameters. The representative results are listed in the following table.

	Method
	Projected vector a and r
	Normalized norm
	Projective direction δ
	FOM
	Note

	Example D
	Charge pulse
	Infinity
	n=134
	2.42
	*

	Example C
	Charge pulse
	Infinity
	Rectangular window at [130,140]
	2.45
	

	VP
	Current pulse
	Norm 2
	Difference vector 
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 at [101,590]
	2.59
	**

	VP
	Charge pulse
	Norm 1
	Difference vector 
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 at [101,170]
	2.946
	

	VP
	Charge pulse
	Norm 1
	Difference vector 
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 at [101,170] U [370,450]
	2.954
	***


* The discrimination spectrum in Fig.3 also used this method. W get different FOM with different n .The

parameter n means the time where we start to integrate .
** This interval of δ is the optimum interval in this condition.
*** This is best value of FOM after comparison of PSD methods base on data we obtained.

5. Conclusion
VP is a universal method in PSD, and many other PSD methods are special cases of it. Thus the analyses of the optimum parameters in VP are also suited for the other methods.

When using VP, normalizing the vector by norm 1 is superior to other norms. Selecting the charge pulse as the projected vector is better than the current pulse. Theoretically, selecting the difference vector 
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 of ideal pulse shape as the projective direction δ can give the optimum discrimination effect. Practically, we should select some intervals of the vector 
[image: image35.wmf]r

a

-

 based on the character of deviations of an actual waveform, and then we can obtain the optimum discrimination effect.
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