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Probability: Its Fundamental Concept
And Its Role in Physics

Ta-You Wu

{Notes of Lectures delivered at the National Research Council of Canada, Feb. 1960)

I. INTRODUCTION

The “theory of probability” is a difficult and still developing subject.
First of all, it involves such questions as i) the meaning of the word
"probability”, which is immediately related to ii) the determination of the
scope of problems to which the concept of probability so interpreted can be
applied, and finally iii) the formulation of a mathematical calculus for
dealing with the probability concepts. The subject has a long history,
traceable to Aristotle in his work on (biological) heredity, and since the 17th
century has been developed by a large number of mathematicians and
logicians. There have been many different interpretations given to the
concept of probability, and correspondingly many definitions of probability.
These many interpretations can now be broadly classified into two categories,
namely A) probability as a measure of the degree of confirmation or weight
of evidence, and B) probability as a measure of the relative frequency of
occurrence of a property in a specified class of elements. This difference is
by no means a trivial one, for the attempts to base a clear definition of
probability on these interpretations are intimately involved, not only with
questions of the internal consistency of their theories, their suitability for
various kinds of problems, but also with much deeper questions of the
relation of probability theory to inductive logic, many-valued logic. A
completely satisfactory interpretation of probability is still being sought.
This situation is understandable from the fact that the word “probability”
has been used in connection with a great variety of situations, with really
different meanings, and unlike pure mathematics, the theory of probability
(although the calculus itself has only logical content) must eventually make
contact with empirical evidence and cannot ignore the question of what
probability is defined to be. ’ V

In the present talk, we shall attempt a brief look into the various
interpretations of probability and the nature of the difficulties in this subject.

-1 —
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II. EVOLUTION FROM CLASSICAL RATIONALISM TO
PROBABILITY CONCEPT

Until very lately, “classical rationalism” predominates the philosophical
and scientific thinking of many prominent men. Classical rationalism is the
belief that knowledge, or sciencs, should be based oa certain exact
propositions (or laws) of nature and not oa experience (in the sense of

hed A

observations and experiments). These exact laws are "necessary”, “self-evident
truths”, and “obtainable by the intellect directly”. (We might mention that
Einstein in his late years believed in the possibility and desirability of such
laws of nature.)

The concept of probability was introduced only when man, while still
believing in rationalism, was forced to admit man’s ignorance or lack of
knowledge in certain matters. Hence, in treating situations where there is a
lack of our knowledge of the “great laws of nature”, the concept of "a priori”
probability is maintained which is not to be basad on empirical findings but
is a “degree of rational belief”. This "belief” is to be based on the "Principle
of Indifferences” —a negzative sort of principle according to which a
proposition is made in the absence of knowledge to the contrary. (Example,
the probability of any face of a symmetrical dice turning up is #).

The mathematical development of a theorv of probability has its
beginning from the problems of the games of chance. The names are:
Cardan, Galileo (16th century), Pascal, Fermat (17th century); Huygens, the
Bernoulli’'s, Montmort, De Moivre, and Bayes, and finally Laplace (early in
the 19th century). The concept is that of “degree of belief”; the mathematical
apparatus is that of combinatorial algebra.

When applied to the systematization of measurements and observations
(originally in astronomy and now in all other fields), this forms the “theory
of errors”. The names are Boscovital, Lambert, Euler, Thomas, Simpson (18th
century), Daniel Bernoulli, Legendre, Gauss, Laplace (18-19th century), and
Poisson, Pearson, Gram and Charlier. .

When applied to social, economic, biological problems, the statistical
theory is that of “sampling”. The names are: Lexis, Bortkiewicz, Tschuprow,
Markoff: R. A. Fisher; Fechner, Bruno, Gallor, Thiele, Pearson, Neyman.

In addition to the above applications leading to the “theory of errors”,
"the(i{y of sampling”, "theory of curve fitting” etc., the theory has its most

notable successes in:

J
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1) the the kinetic theory of gases:
Bernoulli’s interpretation of Boyle's law
Joules’ calculation of the average velocities of hydrogen molecules
Maxwell's velocity distribution
Boltzmann's statistical interpretation of the Second Law of Thermodynamics
2) the quantum theory of radiation, and eventually,
3) the fundamental, statistical interpretation in quantum mechanics
4) Mendel theory of genetics —R.A. Fisher, J.B.C. Haldane, S. Wright.

The great successes in the development of statistical methods in the
kinetic theory of gases towards the end of the 19th century are neither the
first serious nor the decisive blows against the philosophy of rationalism.
The use of statistical method in the kinetic theory may be regarded as a
matter of convenience but not absolute necessity. The first serious challenge
to the philosphy that there are absolute, a priori laws comes from the
discovery of the non-Euclidian geometries. These show that there are altern-
ative, equally logically consistent, geometries. Eventually, the use of
Riemannian geometry in the general theory of relativity.

Then came, towards the end of the 19th century, the positivistic point
of view (notably from E. Mach) which is the other extreme of the classical
rationalism. Einstein acknowledged the influence of Mach on his early
thinking, and his abandonment of the absolute space and time and the
introduction of the “operational definition” of space and time measurements,
lsading to his theory of relativity, are epochs in the history of scientific and
philosophy thinking. His theory of photons brings the probability concept in
physics to a basic role. However, it was his “operational” point of view,
namely, the use of concepts which can be defined by measurements, that
sparked the initiation of quantum mechanics by Heisenberg. In the present
system of quantum mechanics, the concept of probability becomes a
fundamental notion.

We shall also attempt to discuss these developments briefly.

III. INTERPRETATION OF THE PROBABILITY CONCEPT
Before reviewing the various interpretations of the probability concept,
let us have a few examples of statements in which the word probability (or
probable) is used.

1) Group 1.
a) The probability of a normal coin turning up a head is %.

__..3_
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b) The probability that a molecule of a gas having a velocity between v
and v+dv is p.

¢) The probability of an a-particle being deflected through an angle greater
than 4 in going through a certain film is 2.

d) A snow storm in Ottawa during February is more probable than during

~ November.

e) The probability of a man of age 65 in North America surviving to his
66th birthday is 0.875.

2) Group 2.

a) It is highly improbable that Aristotle composed all the works attributed
to him.

b) The theory of evolution has a greater probability than the theory of
special creation.

¢) It is probable that, had Cleopatra’s nose been a half-inch longer, the
course of the Roman Empire would have been different.

d) It is probable that the American Indians originaliy came from Asia.

It is seen that the word probability (or probable) does not all have
exactly the same meaning. In fact much of the controversies about the
interpretation of probability comes from the attempt to cover the various
meanings by one term. Many interpretations have been put forth, but they
may be broadly classified into three main groups. We shall not go into the

many variants in each group but shall discuss the essential points of the
three main interpretations.

In discussing the various interpretations, it is essential to distinguish
between two parts in each interpretation, namely, the meaning of the concept
in a qualitative form, and the attempt to give this qualitative meaning a
precise definition. The two parts are not necessarily bound together and it is
possible to modify or sharpen the second part without giving up the general
meaning given to the concept. Failure to distinguish between these two
parts, called the explicandum and explicatum, has also been the cause of
controversy among the proponents of the various interpretations.

1. Classical interpretation (Laplace)

This view has been held since the time of Laplace until comparatively
recently. According to Laplace, all our knowledge has a “probable” character
simply because we lack the skill and knowledge to know the past accurately.
_A dégree of probability is therefore a measure of the amount of certainty

— 4 —
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associated with a belief. According to De Morgan, “probability” means the
state of mind with respect to an assertion, a coming event, or any matter,
on which absolute knowledge does not exist. Thus a probability statement
in this view is a subjective expectation, a degree of belief.

Whenever a number is to be assigned to a probability, it is defined by
the ratio of

no. of favorable cases
total no. of equiprobable cases (1)
This is thus an a priori probability, and has no logical relation to the relative
frequency meaning in another view to be discussed in the following.

The question arises as to how does one know certain cases to be egually
probable. Doesn’t this smell of defining the concept probability in terms of
that concept itself? Indeed the judgment of equiprobability depends on the
Principle of Indifference (or Principle of Insufficient Reason, or Principle of
Equal Distribution of Ignorance). This principle states that two or more
properties are assumed to be equally probable if there is no knowledge to the
contrary. In the case of the throw of a coin, this a priori probability of a
head is #; in the case of the throw of a dice, the a priori probability of any
face turning upward is }. These seem so obvious that they have caused us
to forget that the a priori probabilities so defined have no logical relations
with the factual results of an experiment. In these two cases of a coin and
a dice, these a priori probabilities agree with the a posteriori probabilities
according to the relative-frequency view we are going to discuss. But in
other cases, the use of the Principle of Indifference as the basis of the
probability can lead to absurd results, as we shall show in Section IV below.
This classical interpretation is now regarded as untenable by most leading
workers in the field of probability theory. Norman Campbell, in his Elements
of Physics, put it very strongly thus: “Insistance on interpreting the
probability of an angle & deflection of an a-particle in going through a foil”
in any sense other than that of relative frequency, convinces us of nothing
except his ignorance of physics.

2. Logical concept of confirmation
John M. Keynes: A Treatise on Probability, 1921,
H. Jeffreys: Treatise on Probability, 1939
J. Hosiasson-Lindenbaum: “On Confirmation”, j. Symbolic Logic,
V, 133-148, 1940.
" Acdording to this school, a probability proposition is a logical relation

I
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between two other prososicions. This relation is not only based on logicat
(inductive) argument, but is also intuitive and unanalyzable.

Consider the following example. Among 30 observed things with the
property M,, 20 have been found to have the property M, Let an individual
thing b not belonging to the 30 observed be M,. The probability that M, is
M, is, according to this concept of degree of confirmation, 2/3. This
proposition of probability 2/3 is a logical statement based on the evidence
that of 30 M,, 20 are M., and the proposition that & is M.. The probability
is thus not a factual proposition. It is not the limit of a relative frequency,
which would call for an infinite (at least a large number) number of samples,
not just one sample of 30 things as above.

Consider another example. “On the evidence of meteorological data, the
probability of rain tomorrow is 1/5”. Again this proposition is a logical
relation based on the other propositions (meteorological data), and is

i) not factual
ii) not to be understood as a relative frequency of actual occurrences,
iii) not meant to be verifiable, since the probability 1/5 will not
agree with fact no matter whether it rains or does not rain.

The question arises as to what -possible content such a probability
statement may have, if it is not factual, nor to be verifiable. That this
interpretation of probability denies verification from the cutset is not a
shortcoming in its logical nature, since by construction there is not to be
any logical connection between a probability statement (on this view) and
empirical result. It is exactly this denial of the possibility of interpreting
probability on the empirical, relative frequency view that is the root of this
interpretation. It does not follow, however, that such an interpretation of
probability is necessarily empty, for while the probability statement is a
logical relation, the evidences (the other propositions on which the probability
statement is made) usually have factual content (for example, the meteo-
rological data.)

3. Frequency interpretation of probability

This view has been put forth and held by Bolzano, Cournot, Ellis, Venn,
Peirce in the 19th century, and most completely developed and advocated
more recently by von Mises and Reichenbach. In this view, the degree of
probability is a measure of the relative frequency of occurrence of a property
(sa)?: the ace of a dice) in a specified class of elements (the throws of a dice).

—_f —
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The numerical value to be assigned to the probability is defined as the limit
of this relative frequency as the number of elements tends to infinity.

Before answering questions that obviously arise in our mind concerning
this concept of a limit in an infinite sequence, we must emphasize a few
points that are also the cause of misunderstandinz.

i) The probability so interpreted is entirely empirical, or factual; it is a
posteriori, unlike the probability in the classical theory (of Laplace) in which
it is a priori, for example, the probability of an ace in a throw of dice is 4.

ii) The probability refers to a class, not to an individual. In fact, no

meaning can be atatched to a statement that explicitly gives a probability
value to a single event.
Thus the statement that “the probability of peraons of age 30 in a certain
country during the present decade surviving at leas: to the age 31 is 0.945”
has a relative frequency meaning, whereas to tell Mr. Smith whose age is 30
that his probability of living to 31 is 0.945 has no meaning.

Failure to remember this statistical nature of the direct evidence
(empirical data) in the definition of probability is the most common source
of erroneous understanding. You have likely heard about this joke: a doctor
told his patient Mr. A. before an operation that the chance of patiénts not
surviving the operation is 502, but that since he has already had his 50%
of patients dead, Mr. A. shouldn’t worry. We all immediately understand the
point; but in actual fact, the doctor is not any more stupid or erroneous
than the physicist who claims to have determined the lifetime of a particle
from the length of the track of one single particle in a cloud chamber or a
photographic emulsion.

FPassing on to the quantitative (metrical) definition of probability let a
class R contain n elements, and let

nu (A and R)=mno. of elements of R that have the property A and denote
the relative frequency

nu (A and R)

. =freq.(A,R).

Then the definition of probability of A in R is

= ::foofreqn(A,R)

and we also denote this by prob(A4,B).
This definition is convenient for the development of a mathematical
calculus;1 of probability, but in dealing with an infinite class instead of a

{
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finite class, it is open to the following objection, namely, that p wiil {orever
remain unkpown. One may try to defend this definition by the following
modifications:

1) One may allow a limit of uncertainty (possible limit of accuracy in
factual data) and work with large, but finite, class R.

2} One may relax the above requirement of “limit” and replace it by the
“condensation point” of relative frequency, i.e. the value on which the
freq, for large n crowds themselves. (Copeland, Popper).

The trouble is that there might be more than one “condensation points”
in the cla'ss, and that a “condensation point” ~exists even though no limit
exists.

But deep questions do arise in the definition of probability as a limit.
Consider, as an elementary example, the sequence of Head (H) and Tail (7)
in the throws of coin,

HETTTHHTHTTHHTTHHHHTHTHHTTT. ..
..... HHHHHHHHHHHH. . ...

The qhestion is this: Let S. be a subseries (finite, of n elements) and the
probability of H in S, is found to be 0.501. There is a finite, though small,
probability that from the (n+1)th throw on, a run of m H's takes place. Then
the probability of H in S... will be >0.501.
Thus the situation seems not to obey the usual definition of the existence of
a limit in a series.

This question can be answered in two parts.

1) Many theorems in the theory of probability depend for their validity
on the “irregular” or “random” nature of the series. Obviously if R is
the sequence

HTHTHTHTHTHTHTHTHTHT

one would get the probability (H,R)=1/2. But if one takes the subclass
R’ consisting only of the odd elements above, then Prob(H,R')=1.
Thus one must require the class to have an irregular nature (v. Mises).
2) The occurrence of a long run of / ata certain point in R in a single
event, and we must remember that in order to give probability
meaning, we have to work with a class, i.e. we have to find the
probabiiity of such a long run of f7 at the (s+1)th throw [rom a class
R whose elements are the classes R..» themselves. That Prob (H,Rusm)
Y= p and Prob(H,R.:z)= P do not contain any contradiction. The

— 8 —
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difficulty is really to choose n. The assumption is made that an n exists
such that for any given e,
|Prob (H,R..n)—Prob (H,R,)| < ¢ for all m.

Now comes the question of irregularity mentioned above in 1). It is not
an easy matter to give an exact definition of “irregularity” or
“randomness”, for to be able to do so would involve a self-contradiction.
Criticisms and studies have been made of such “irregular” reference
classes (Reichenbach, Popper, Copeland, Wald). We shall not be able to
go into these. This brief account serves to show the nature of the
difficulties involved in the limit definition of probability.
After setting forth the three main interpretations of the concept of
probability, let us see whether they are adequate in covering the following
categories of statements using the word probability in some sense.

(A) Everyday discourse. Examples:
a) It is probable that he reads it in some book.
b) It is not probable that he could have forgotten me.
c) It is probable that the witness has spoken the truth, and those in
Group 2, Section III, above.
(B) Applied statistics and measurements
(C) Physical and biological theories
Examples, b, c, e in Group I, Section IIL
(D) "Comparative” probabilities of theories
Examples b, in Group II, Section III.
“It is probable that the probability of getting heads with the throws of
a coin is %.”
(E) Calculus of probability

According to the Classical Interpretation, denoted as (a), the statements
in (A), (D) are rightly expressions of degrees of belief. (a) is not relevant
for (B), (C). The “degree or strength of belief” meaning is not immediately
relevant for a mathematical formulation, however, with the probability
defined by the ratio (1), the mathematical theory is the combinatorial
analysis.

According to the Concept of Degree of Confirmation, denoted as (8), the
statements in (A) and (D) are covered by (8) if they are completed by
stating some “evidence”, such as
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(A) a) “on the evidence that he is known to read widely”

b) "on the evidence that he is known to have good memory”, etc.
Strictly interpreted, (8) cannot be applied to physics and statistics: for the
“logical, unanalyzable relation.. " stating the probability calls for an intuitive
power which may or may not be there in a given person, and furthermore,
the result should not depend on how good or bad his intuitive power Iis.
[ Altogether (§) is somewhat illusive, mainly because different proponents of
this same view do not make the same statements in their writings.

According to the Relative Frequency Interpretation, denoted as (r), some
of the examples in (A) and (D) can not be understood on (7), but some can,
after they are amended. Thus (A) ¢, the statement may be taken to mean
that the witness is a church goer, and the relative frequency of a regular
church goer lying on important occasions is less than %.

On the other hand, it is not always possible to give the statement “that
theory is probably true” a relative frequency meaning in the sense of the
frequency of the affirmative verification of its consequences. Since the total
number of deductions of a theory may be infinite, the number of verified
consequences has a measure zero.

IV. CALCULUS OF PROBAB.ILITY: BASIC THEOREMS

While there are various different interpretations of the concept of
probability, a mathematical theory can be constructed which to certain extent
is independent of the interpretation of the meaning of “probability”; instead
it starts with certain premises which are of the nature of propositional
functions, i.e. statements concerning “probability” as a free variable. For
example, one starts with a premise like: “If p, g are the probabilities of two
independent variables x and y respectively, then the probability of x or yis
p+q”. Such premises of course prescribe certain properties to the word
“probability” (apart from one’s interpretation of it, namely, the three
different views discussed in the preceding sections); and these properties
“define” the mathematical content, but not the empirical content of
“probability”. The mathematical theory is concerned with the purely logical
deductions from, not the empirical content of, the premises.

The most basic properties of the probability in the calculus of probability
are contained in the following theorems, some of which may be regarded as
post"',plates.

Let*it'he reference class be R. Let 4 and B be properties of R.

— 10 —
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Probability of A in R =Prob (A4,R)
Probability of B in class of A and R=Prob (B, A and R)
Probability of A and B in R=Prob (4 and B. R).
Theorem I. Prob (A and B,R)=Prob (A,R) % Prob (B, A and R).
{Here the implication is that Prob. (B, A and R)=*:Prob (B,R).]
For example R is the class of all people in Canada
A is a physicist
B is a member of the N. R. C.
Prob (A,R)=prob. of a physicist in Canada
Prob (B,R) prob. of a N. R. C. member in Canada
Prob (B, A and R)-=prob. of a physicist in N. R. C.
Prob (A and B,R)=prob. of being both a physicist and N. R. C. man
in Canada,
Obviously Prob (B,R)=Prob (B, A and R), since the
properties A and B are not independent.
If A and B are independent, then
Theorem II. Prob (A and B, R)=Prob (4,R)-Prob (B,R)
Theorem III. Prob (A or B, R)=Prob (A,R)+Prob (BR)
Theorem IV. Prob (A or not 4, R)=1
Theorem V. By III & IV, we get: Prob (A4,R)+Prob (not AR)=1
Since Prob (A and B,R)=Prob (A,R)+Prob (B,A and R)
=Prob (B,R)-Prob (4, B and R)

hence
Theorem VI: Prob (B, A and R)=E.F9§,.§§E%Lf§%§(9}}g%§w@ﬂﬁ)
or

Bayes’s Th. Prob (B, A and R)=
Prob (B,R)-Prob (A, B and Ry

Prob (B,R)+Prob (4, B and R)+Prob (Not B,R) Prob (A,Not B and R)

Proof. The denominaotr is, by VI,

by III
Prob(AandB,R) + Prob(A and Not B.R) = Prob (A and B or A and Not B,R)

= Prob (4,R).
General form: Let B,, B,...B, be mutually exclusive and exhaustive properties

Prob (B, R)-Prob (4, B, and R)
Prob (B. A and R)= 5} Prob (B.R)-Prob (4, B, and R)

Example:
— 11 —
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R=shots fired at a target from rifles 1, 2, 3.
A=bull’'s eye hit
,=shot from riflel

B,=shot from rifle 2

B,=shot from rifle 3
Prob(B;, R)=%, Prob(B; R)=}, Prob(B;, R)=
Prob(A, B, and R)=1%, Prob(4, B: and R)= %, Prob(A, B; and R)=}§
What is Prob(B., A and R)? i.e. the prob. that bull’'s eye hit is from rifle 2?
Prob(B,, A and R)=§

Now the probabilities Prob(B, R), sometimes called the anticedent
probability of the “cause” Prob(B., A and R) [A is the “effect”], are, in
cases where knowledge is absent, often assumed to be equal to one. another,
according to the Principle of Indifference. On the basis of Bayes’ theorem
and this Principle, Laplace deduced the so-called Rule of Succession which
for a long time has been accepted as reliable basis for scientific prediction.

According to this rule, if » events of a certain kind have been observed in

. - . . nt+l . L
succession, then the probability of its recurrence 1s 7 Following Labplace,

Quetelet declared that “after having seen the sea +r2':se periodically ten su-
ccessive times at an interval of about twelve hours and 2 half, the probability
that it will rise again for the eleventh time would be 2. But it also 'foll'ol'ws
from the rule that, if the tide has not bee observed to rise at all, the
probability of its rising is %. This is a reductio of absurdum.

On the relative frequency interpretation, the use of the Principle of

Indifference in dealing with probabilities is unjustified and is a serious error.

V. THE ROLE OF PROBABILITY CONCEPT IN CLASSICAL PHYSICS.

We have already mentioned in Secion I that the probability concept has
been applied by Bernoulli to the kinetic theory of gases. By ascribing the
pressure of a gas to the hombardment of the walls by the gas molecules, it
was possible to explain Boyle's law. This forerunner of the kinetic theory of
gases is remarkable, not only because the statistical concept was introduced,
but because the “reality” of the atoms and molecules was not yet known, and
the kinetic theory was then only a model.

The use of statistical method in the kinetic theory of gases was greatly
advanced by Maxwell and Boltzmann. First there was the derivation of the
Maxwell distribution law of velocities on considerations not depending on the
mechanics of the collisions of the molecules. Then on considering the
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numbers of ways Nr in which a large number of molecules, called “systems”,
can distribute themselves over the various possible energy states of a mo-
lecule, and on interpreting the equilibrium state as the “most probable”
state, namely, the state that can be realized in the largest number Nr of
ways, a “statistical theory” of thermodynamics was horn. In this statistical
theory, it is possible to idéntify certain parameters and quantities with the
thermodynamic concepts and functions such as temperature, entropy, free
energy etc. The exceedingly sharp nature of the maximum Nr for the most
probable state when the number of molecules involved is large gives a
satisfactory of account of all fluctuation phenomena. From the technical point
of view, certain approximations, such as the use of Stirlings’ formula for the
logarithms of the factorials of large numbers, are not very satisfactory. In

the later theory of Darwin and Fowler, instead of the “most probable” state,
the “average state” is calculated directly without having to use Stirlings’
formula. The results obtained, ie., the statistical interpretation of
thermodynamic functions, etc., are the same as with the Maxwell- Boltzmann
theory. ‘

We may note that in both of these theories, one deals with an assembly
which is made up of a large number of particles. Only a counting of states
is involved and no assumptions have been made concerning the dynamics of
the particles, except that the particles do not interact with each other. Thus
we may call these theories “classical statistics”. A union of statistical

concepts and dynamics was achieved in the “statistical mechanics” first
developed by Gibbs, and just a couple of years later, independe ntly, by
Einstein. In this theory, an assembly is an actual physical, macroscopic
body, consisting of N particles (called systems), which has the Hamiltonian
H(gy+g. pr--pa), so that the systems may be independent or may interact
with one another. The statistical element is introduced by the construction
of an “ensemble” out of a large number of assemblies, each having the same
Hamiltonian A and differing from one another only in the “"phase” (the initial
values of the coordinates and momenia of the systems). Lach assembly is

represented by a point in the 6N-dimension phase (I") space, and the the
ensemble is represented by a distribution of a large number of points in this
I'-space. This distribution is described by a function D(¢,q, =qu, py-ee-- pa)=
D(t,q,p). Classical dynamics is introduced by Liouville's theorem which stateS
that
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aD aD . aD .

o+ 3 g 00+ pbe)=0
and which follows from the theorem of classical dynamics that during the
motion of the systems according to the eguations of motion, any volume
element in phase space dr=dg,--- dyw APy 4ps remains unchanged. The
postulate in statistical mechanics is then made that the long time average
value of any macroscopic property M of an assembly in equilibrium is given
by the value of M averaged over the ensemble, i. e.

Mt =f---f MD dr
where, for equilibrium, D does not depend on time explicitly. (On the ergodic
hypothesis which is however untenable, this equality can be proved as a
consequence,)
In one theory of Gibbs, that of canonical ensemble, the functiori D is
given the form

¢—H (g,p)

D(g,p)=e ¢
The parameter @ can be identified with 27 on considerations of the results
of the theory applied to systems in thermodynamic equilibrium. It is not
possible, nor is it the purpose, to go into any of the above theories in the
present talk. I shall confine myself to making a few general remarks that
are relevant to my main theme, namely, the probability concept and its role
in the development of physics. '
1. 1 believe most physicists agree that the meaning of “probability” in
statistical mechanics must be that of relative frequency, discussed in Section
ILL.
2 In the Maxwell-Boltzmann and the Darwin-Fowler statistics, the concept
of an a priori weight is used, namely, a weight of unity for an elementary
state and a weight g for a “degenerate” (g—fold) state.
This postulate about the probability of a state is a basic postulate. Although
the weight is usually regarded as “a priori”, 1 telieve its ultimate meaning
must still be that of “relative frequency”, or otherwise one would have to
invoke the Principle of Indifference.
3. In the statistical mechanics of Gibbs and Einstein, the corresponding
postulate (corresponding to that of equal weights for elementary states) is
that of equal probability for equal volume of [-phase space. The specific
postulate of long-time-average =ensemble-average may be made plausible on
“the ergodic theorem of poincare according to which the phase point, in the
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course of time, will approach any given point (consistent with the constants
of motion of the assembly) as close as we please. This makes it plausible
that in the course of time, the given assembly spends a time in the
neighbourhood of any state (phase woint) which is p'roportional to the
volume element 4r. Let us take the microcanconical ensemble of Gibbs. It
follows that the long time average of any property of assembly is given by
the distribution of the phase points of the ensemble averaged over the whole
accessible valume of the phase space (accessible, subject to the constants
of motion).

4. We should perhaps emphasize that, statistical theories, while giving an
interpretation of thermodynamic functions and the Second Law, do not, by
themselves, lead to the absolute increase of entropy, ds>0, and therefore do
not lead to rigorously irreversible processes. In the theory of Boltzmann
(Boltzmann equation of non-equilibrium processes H-theorem), we must note
that not only dynamics is used. Both the irreversibility of transport processes
(conduction heat, etc.) and the law ds >0 comes about from the so-called
Stosszahlansatz in the “collision term” of the Boltzmann equation for the
distribution function f(x,v,t)

of O
ot TU G et T

=5 d, dQ g o(g0) LF (0 i )~ F (i) (e |

where v, v, are the velocities of two colliding particles before collision, v!,
v:’ those such that after collisions, they go into v, vy. g=|v—uv,[=|v'-v,’ | =the
relative velocity, ¢(g,6)d2 the differential cross section, and the summations
are over x, ¥, z. It is seen that this equation is not invariant upon time
reversal, the left hand side changing sign and the right hand side remaining
unchanged upon ¢t——f. This Stosszahlansatz is not a consequence of
dynamical laws, but is an assumption in Boltzmann’s equation. It is from this
Stosszahlansatz that the H-theorem and the transport equations that follow
from Boltzmann’'s equation have their origin. Statistical method and
(reversible) dynamics alone do not lead to irreversible processes.

5. In the statistical mechanics employing liouville’s theorem, there was once
the difficulty of an apparent contradiction between the _ergodic theorem
according to which the phase curve in the course of time will approach as
close to the initial point as we please, and the inreversible approach of a
non-equilibrium assembly to an equilibrium state. This difficulty is resolved
by noting that 1) one does not claim “absolute” irreversibility from pure
statistical mechanics (i.e., not polluted by additional assumptions . such as
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Boltzmann's Stosszahlansatz), and ii) the “"practical” (or observed) irreversibi-
lity is due to the different time scales for a Poincare “cycle” and for our
times of observation.

V1. THE ROLE OF PROBABILITY CONCEPT IN QUANTUM PHYSICS.

In classical physics, one may, with Laplace, suppose that statistical
methods are introduced only because we lack the knowledge about the
positions and velocities of all the particles, that, given this information, a
super human intellect can, in principle, calculate the whole history, past and
future, of the whole universe. With the advent of the quantum theory and
the investigations in the realm of atomic physics, however, this belief has
been shown untenable.

The first hint that “probability” plays a more fundamental role than in
the sense of Laplace, or even Boltzmann, comes from the discovery, by
Rutherford and Soddy, of the law of radioactive decay, namely,

1 dn 1

T 7{=";,—. r=constant.
The implication of this law is most profound; it means that the decay of any
single radioactive nucleus is governed by an intrinsic probability law. It
states that the nucleus, irrespective of how long it has been existing, has a
probability of decaying in the time z. Again, this probability refers to the

“class”, not to an individual, specific nucleus, as discussed in Section Iil.
In 1905 Einstein introduced the statistical concept in his theory of
photons, and in 1917, introduced the concept of transition probabilities (the A
and B coefficients) in deriving Planck’s radiation formula. These latter

transition probabilities (per unit time) are similar to the probability %—_ for
radioactive decays, and imply that, like radioactive decay, the emission and
absorption of radiation by matter are governed by a probability law. This is
in fundamental contrast with classical physics in which we think all processes
as being governed by deterministic laws (such as classical dynamics and
electromagnetism).

But still greater surprise was in store {or not only the physicist, but
also the philosopher and the scientific thinker. In the short period of a few
years, say 1925-30, first the formalisms and later the full physical and
philosophical meaning of the present system of quantum mechanics were
cfeated, developed and completed. [t is a self-consistent system which is
ehtirely satisfactory within a rather large domain--the whole of the physics
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of atoms and molecules. Furthermore, it is believed by such profound
thinkers as Niels Bohr that the basic concepts of the present system are the
only ones that are possible. This view is held by many physicists (of whom,
of course, only a few are capable of independent and deep thinking), but
many founders of the quantum theory, namely, Planck, Einstein, Schroédinger,
de Broglie, have never been willing to accept this philosophy. It is again not
possible, in this talk, either to explain the physical and philosophical import
of the present system of quantum mechanics, or to discuss the points of
controversies among these prominent physicists and philosophers of science.
But I shall attempt just a brief resumé of the present situation.

Now quantum mechanics has been formulated in an axiomatic form.
The axioms or postulates can be divided into two groups, namely, the
“Complementarity Principle” and the “probability postulate”. The Comple-
mentarity Principle starts by accepting the basic limitations of the nature of
our basic concepts and knowledge which are expressed by the wave-particle
duality relations of Einstein and de Broglie,

E=hv , p=‘£‘—
The postulates under the second group require physical quantities
(“observables”) to be represented by linear, hermitian operators, and “states”
of a physical system by wave functions (vectors in Hilbert space). As a
consequence of the Einstein-de Broglie relations above, the operators
representing canonically conjugate observables do not obey the commulative
law of multiplication, but in fact, obey the law

h

Pa—qbP="9.;

The Probability Postulate asserts that if a measurement of an observable
A is performed on a system whose state is represented by the function ¢.(g),
the result of the measurement is given by

<A>=A=[¢nla) A Pal@)dg
If ¢a(g) is an eigen state of an observable B, and ¢.(¢) an eigen states of
the observable A, e,

B == bm)m, Ad.=aupa, b, a.=constants,
then the value of A above is given by

A =31 C% |*a. ,

whete *
Cr=f¢n(@)p.(q)dq,
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ie, the theory only gives the probabilities with which the various possible
values (the eigen values) of A may come out {rom the measurement. {(This
is somewhat similar to the prediction of the various faces of a dice coming
up, each with a probability 1/6, but not which face will come up in any
single throw). Only in the special cases when the operators A and B above
commute, i.e., ’
AB=BA _

does the theory predict the outcome of a specific value with probability
unity, namely, in this case

Gn= Pm, Cr=0 unless m=mn,
and

=g Apndq=aa

All these results are the consequences of the two groups of fundamental
postulates of the theory.

From this, it is seen that in the present gquantum mechanics, the
probability concept enters at a basic level. In classical physics, one is
allowed to think that, in principle, unlimited accuracy in measurements and
definite results are possible. In quantum mechanics, these are not possible,
not only in practice, but in principle, as well. This impossibility is the
consequence of the fundmental postulates of the theory, and these
fundamental postulates have their origin in the limitation of the classical
nature of the concepts, such as coordinate and momentum, energy and time,
particle and waves, each being defined by a prescription of an experimental
procedure for its measurement, which is of necessity “classical” in nature.
Thus on the views of quantum mechanics, the probability nature of the
laws is inseparably connected with the nature of our concepts and, with them
the (only) way a theory can be built up. It is clear that the import of this
system is most profound and far-reaching indeed.

I have already mentioned that Einstein in spite of his having contributed
most to the very spirit that undearlies the present quantum mechanics,
namely, the use of concepts that are definable by means of criteria for th_eir
measurements, was dissatisfied with the philosophy of the present system of
quantum mechanics. He was ready to accept the probability interpretation of
|¢ 12, not as basic property for an individual partxc;e but only in the sense of
class;cal statistical physics. He believed that the laws of nature are
deterministic, that the present probabilistic form results ony because of its
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being at a higher level, just as classical statistical physics lies above the
deeper foundation of exact laws. Many physicists do not agree with Einstein’s
outlook; some regard Einstein's view with pity and regret; others argue in
dogmatic and sarcastic terms; and most argue irrelevently simply on the
ground of the self-consistancy of the present system. It is true that no
successful alternative system has yet been found; but I believe it is not in
accord with the scientific spirit to brush aside skepticisms on the ground of
the self-consistency of the present theory. Here the controversy is not
merely one of philosophic and scientific outlook; it is of significance for the
future development of physical theories.
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Abstract

Thereaction Li'(d,a)He*(a)n has been studied by aipha alpha coincidences.
The measurements were performed at bembarding deuteron energics frem
10 to 2.8 MeV in steps of 0.2 MeV at 9:=9%0" and 6x=65". The angular corr-
elation has been observed at bombarding energy of 19 MeV for fixed one
detector at 8:=90° and moving the other detector from 8x=55" to 95° in
steps 5°. The final interaction between the a-particle and the neutron is
ohserved mostly in the ground state of He®. The excitation of the broad
first excited state of He® is also seen. Special effort has been made for loo-
king this state, the position and width have been estimated. The sequential
decay by through Li’(d,a)Be¥(a)a process in this energy region is observed
to be very weak.

L INTRODUCTION

The study of nuclear reaction with more than two particles in the outgo-
ing channel is of great interest both theoretically and experimentally. Due to
an apparent success of cluster model in describing properties of light nuclei‘*”
and some uncertained value of the energy and width in the excited state of
nuclei, the three-body break-up reaction especially through sequential decay
process has been studied. -

Deuteron bombardment of Lz’ is a very convenient reaction for studymg
three-body decay process, due to the large positive Q-value to decay into two
alpha particles and a neutron. This reaction is also very suitable for sfudying
the particle unstable nuclei He® and Be® through sequential decay process.
Most of the experiments2-1® on Li’+d reaction in deutron energy region from
0.1 to 3.0 MeV had been performed “incompletely” by measurement of the
energy spectra of only one of the outgoing particles. Their results are incon-.
sist with each other. The Be® energy levels are found to be different in diff-
erent experiments. The position of the first excited state of He® has been
observed in energy range from 2.5 MeV to 4.6 MeV and the width of that state

* Work supported partially by th2 physics research center, National Science council.
** Presegt address: Institute of Nuclzar Sciznce, Atomic Energy Commission, Taipei, R. 0. C.
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has been predicted from 1.5 to 4.0 MeV. The discrepancy between their resuits
is essentially due to measuring only one of the outgoing particles.

Recently, a few “complete” experiments with measuring two outgoing
particles in coincidence of the Li"+d—n-+a+a reaction has been studied by
several authors. At the deuteron energy below 1 MeV region, some authors
(13-18 yse a-a Or a-n coincidence method to study the reaction mechanism.
They found that in the Li’+d reaction, sequential decay through ground and
first excited state of He® play a important role.

"At the deuteron energy from 2.6 to 40 MeV region, Valkovic et al“®
found that the ground state of He® and ground state, 2.9 MeV, 16.63, 16.92 and
20 MeV states of Be® were observed, and the first excited in He® and 11.4 MeV
state in Be® were only weakly excited.

Hofmann et al ®®studied by n-a coincidence at deuteron energy between
0.98 to 1.6 MeV and found that the width of the 11.4 MeV level of Be® is 2.8
+0.2 MeV, but no indication for participation of an excited state of He® in the
reaction is found. At deuteron energy 2.0 MeV, Flannant et al“® studied the
mechanism of Li’+d—2a+n through a-a and a-n coincidence and their results
express in terms of phase space unit, Wen M. et al® studied Li* (d,a,a) re-
action at deuteron energy of 1.5 MeV.

The: aim- of the present experiment is to extend the experimental study
of the Li’ (d,@) He® (a)n sequential decay by the a-a coincidence method in
the deuteron energy range from 1.0 MeV to 2.8 MeV, - where no results were
reported, and to obtain more information about the first excited state of Hes,
especially in the energy-angle regions where the .ground - state of He® is not
present.

Il EXPERIMENTAL APPARATUS AND PROCEDURE

The thin Li’ target (~200 pg/cm?) in the form of LiH evaparated on a
carbon -backing (~1 pg/cm?) was bombarded by a deuteron beam provided by
the National Tsing Hua University Van De Graaff accelerator. The target was
mounted on a target -holder, on which three targets can be placed and rotated-
manually from outside the chamber.

The bombarding deuteron beam were deflected through 25° by the analymg
magnetic to the 147 scattering charaber and collimated by two slits to an area
of appfoximately 0.5% 2mm? on the target. The strength of .the magnetic field
was measured by the Nuclear Magnetnc Resonance method. The deuteron beam
was collected by a Faraday cup after passing through the . target and deuteron
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charge was monitored by a currect integrator. The beam energy was calibrated
precisely by the Li’ (p,n) reaction. The experimental arrangement used for
study Li’ (d,@) He® (a)n reaction is shown in figure 1.

P.A. L.A & ;?C A. HHonitor l
: i DELAY |
Amp. |: | - [
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Y =] 5.CA FAST 64X 64
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deuteron Begm A l_" i it .
v By Faraday Cup i £ tyzer
Timing '
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J QELAY
D.A. L.A. Amp

Fig.1

Fig.1. Block diagram of the circuit used for measurement of the alpha-alpha
coincidences.

The two surface barrier a detectors, f and m, are placed at 9.5cm distance
from the center of target. The beam, detectors and target were adjusted
complanate by a telescope. In order to reduce interference coulomb scattered
deuteron, two collimating covers have been placed in front of each detector,
those collimating covers have a hole about 2mm diameter.

The energy calibration for bdth detectors is made with the helps of a Py’
and a A% standard soﬁrce, (wich give the 530 MeV and 5.48 MeV alpha-
particles, respectively;) and the alpha-particle come from the reaction Al* (da)
Mg?® reaction and a standard pulse generator. The overall energy resolution

was about 180 keV, The relation between energies and channel numbers of
two dimensional coincidence spectra was calibrated by using pulse from a
standard pulse generator, which was normalized previously.

In order to avoid serious pile-up caused by the elastic scattered deuterons

. from the target and the backing, the beam current was limited to 0.08 zA

and the base line of both single channel analyzers was set to ‘cut off about 2
MeV of alpha-particle signal.

The minotor was use to check the target condition and to normalize the
“counting rate in angular correlation data.
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During present experiment, the energy excitation function were performed
at bombarding energies from 1.0 to 2.8 MeV in steps of 0.2 MeV by fixed 4,=
90° and 6@.=65° the angular correlation was observed by fixed bombarding
energy at 1.9 MeV and fixed angle at #,=90° and the moving angle 6. moved
from 55° to 95° in step of 5° degree, In addition, a few two-dimensional
coincidence spectra were observed in the energy-angle regions were ground
state of He® is not present kinematically, i

III. EXPERIMENTAL RESULTS AND DISCUSSION

A typicala-a two dimensional kineratic curve calculated frorn_energy and
momentum conservations in the case of direct three-body break-up process “1
at E,=1:5.MeV, #.=60°, §,=105° is shown in Fig. 2. The black, x, and 4 points -

g ' B
™
s - *
7 / © He’ Groynd state
6 x: He® First excited state
a: B 1.4 Mev excited
S . stote
;:' " £, % 1.5Hev
")
w7 € =60 de6
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Fig.2
Flg 2. T he Calculated kinematic locus fdr E¢=15 MeV,0,=60° and f»=105°
" in Li" (d.a,@) n reaction.

are the calculated positions where the ground state of He®, the first excited
state of He® (assuming 3 Me‘;f') and the 11.4 MeV excited state of Be® located
by assuming a sequential decay process. The a-a coincidence spectum at
above ‘energy and angles is shown in Fig. 3. In Fig. 3(a) the experimental
coincidence events are shown, the events are all located on the kinematical
locus as expected. The data in Fig. 3(b) is presented as projection onto the
E. axis and the data in Fig. 3(c) is presented as projection onto the E, axis.
. The projection onto the E. axis contains only the events above the horizontal
dash line, while proiection onto the E, axis contains only the events on the
right from the Vertical dash line. The arrows in the Fig. indicate the expected
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positions of the ground and first excited state of He® and also the 11.4 MeV
-state of Beé. Only these state ate klnematmally allowed. S ' :
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Fig.-'3.-The alpha-alpha“coincidence spectrum at E«=1.5 MeV, §,=60° and
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a-a Coincidence spectra were measured at bombarding energy from 1.0 to
2.8 MeV in step of 0.2 MeV for 4!=65° nda 6;=90°, the projections cof all
measured spectra onto the E. axis and the E, axis are shown in figure 4 and
figure 5 respectively; where the data are normalized by the current integrator.
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10 ﬂl
Fig 5
o &4 =90
o Om—65 !
S A 1
k] 10
C =4} He' He
. & (3.0 (g. 81
2 X,

1 s ‘_B._ == - - A A .-
/ 1663 I _P_lg' Am
1 w0 il 7 allaly i T iy /el I i et
30 " He"g, N -
i - - - - 40 3

L 20 s Y e e "u\

N Ba"{11.4} .

{20 Stam26/ tem2a SEam22 S tam20 / Ka18 flom1 6/ Eam1d / Eem 12/ Ra 10

.Fig. 5. Projection of the a-a coincidences spectra onto the E, axis for
all bombarding energies at #,=90°, #x=65°,

" The solid lines represent the positions of the ground state in He®, the 114
MeV state and the 16.63 MeV state in Be®. The dash lines represent the
position of the first excited state in He® assuming excitation energy at 3
MeV. In the figure 4 or 5, one can see that the contribution of the cross-
section is normally increasing with the bombarding energy, and a resonance
peak in sequential decay is observed at bombarding energy of 1.8 MeV. The
Hes ground state and Hes first excited state are excited. The. first excited
state of He® is evident especially in the low energy (1.0~1.4'MeV) range
where no other state in the same energy region of the a-spectra is kinemat-
ically possible. The Be® 11.4 MeV state is very weakly excited through the
energy range at this fixed angles.

At bombarding energy 2.6 MeV, the contribution of 16.63 MeV state of
Be® cope into the spectrum. This results are consistant with previous report
an at deuteron energy range from 2.6 to 4.0 MeV, and with the previous
“incomple” experiment‘? in the deuteron energy rang from 0.6 to 3.0 MeV.

Another set of a-a coincidence spectra have been observed at bombarding
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energy 1.9 MeV for fixed one of detector at ,=90° and moving other detector
from 6.=55° to 95° in step of 5°. Figure 6 and figure 7 are shown the results
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Fig. 6. Projection of the a-a angl,i_.lar correlation coincidences spectrla
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as projection onto the E. axise and onto the E, axis respectively. The spectra
were normalized to each other by monitoing the alpha particles by the
detector at fixed angle §,=90°. The solid lines represent the position of
ground state of He’ and 11.4 MeV state of Be'. The dash lines represent the
position of the first excited state of He® assuming excited enegy at 3.0 MeV.
In the figure 6 or 7, one can see that the ground state of He® are existed in
a small cone from 8.=60° to #.=80° and the contribution of cross section is
maximum near the recoil angle (6.=71.4°) of the intermediate system as
expected. The first excited state of Hes around 3 MeV is clearly seen especially
near the recoil angles (8.=65~75°). The 114 Mev state in Be® is barely .seen.

A few additional a-« coincidence spectra were taken at energy-angle
regions where the ground state of He® are not present kinematically.

Due to the complication of the decay channels- and the measurement of
two identical a-particles. We are difficult to analysis those measured spectra
directly. A method of analysis‘zi__»%) is considered for fitting the spectra to
estimate the positions and widths of the excited states.

The reaction cross section is give‘?® for each decay channel

dows__ il + 5 LBt EmEDAD) 3o}

dE,d2,d9; (E,—E.)*+Ti/4
where '
B, =Z >-BiPi(cosfxcx)
A.=§%~A;,P;(cosﬁmy) |
Bzcx =recoil system center of mass
p(E,)=phase space factor
F 1 { L —(@) the operation of folding the theoretical

= V2dE 2 (JE)
curve with the experimental resolution, was taken to have a gaussian form.
A computer fitting program has been written for.the above formula.
Several spectra with clear first excited state of Hes have been fitted. The
first excited state of He* have been estimated to have an excitation energy
of 3.0 + 0.5 MeV and a width of 1.5 = 0.3 MeV. '
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Abstract

The elastic scattering of protons from *C and 0 has been studied for
proton energies from 1.5 to 3.0 MeV. Excitation functions have been obtaind
at center-of-mass angles of 84.7°, 104.7°, 133.7° and 152.4° for *C and of 132.8°
and 151.8° for **0. Angular distributions have been measured at three off-
resonance energies, £,=20, 25 and 3.0 MeV., The 1.73 MeV anomaly in 2C
(pp)C and the 266 MeV anomaly in *0(p,p)s0 were observed. The
differential cross sections obtained in the present experiment are in
reasonable agreement with existing data. Partial wave analysis was made
for the 2C(p,p)**C data, and the parameters concerning the resonance level
in the compound nucleus ¥N were obtained,

I. INTRODUCTION

The elastic scattering of charged particles has been studied rather
extensively in the last decade. A large volume of data has been accumulatéd
and analyzed in terms of scattering from a complex potential well on the
basis of the optical model. From the results of such analyses. considerable
information has been accumulated on the parameters obtained by fitting such
a well to the experimental data. In particular, experimental investigations .of
protons elastically scattered by nuclei at various energies have been reported
'=7. These results at energies above about 10 MeV show the regular behaviour
in the angular distributions as a function of both energy and atomic nuclei.
The data of the low-energy experiments at energies below 10 MeV show the
complicated behaviours and especially for the light and light medium weight
nuclei*~’, they show the anomalies behavicur and some resonance phenomena.
For example, the anomalies have been observed in the elastic scattering of
protons by 2C and 'O at 1-3 MeV. The anomaly at 1.73 MeV in the elastic
scattering of protons from ?C has been determined from a theoretical fit data

* Work supported partially by the physics research center, National Science Council, Taiwan, China.
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obtained at several scattering angles to be associated with 5/2* (I'=74 keV)
resonance®, and the 2.66 MeV anomaly in the elastic scattering of protons
from O has been adequately explained® by the assumption of a single level
resonance with I'=20+1 keV, J*=1/2".

The present work was undertaken to provide accurate absolute differential
cross section measurements of the elastic scattering of protons by C and 0O
at E,=1.5—3.0MeV. Such data are of use in the interpretation of the angular
distribution of the reaction products to be investigated in this laboratfory.
Also, an attempt was made to investigate -the 173 MeV and the 2.66 MeV
anomalies in the 2C(p,p)**C and 6O (p,p)1*0, respectively. We have calculated
the theoretical cross sections using a CDC 3300 computer with parameters
which give the best fit to the experimental data.

II EXPERIMENTAL

The Tsing Hua University 3.0 MeV Van de Graaff accelerator was used to
accelerate the protons. The experimental equipment used for the measurement
of the 2C(p,p)*C and *0(p,p)*O absolute cross sections has been described
in detail in a previous paper!® where we reported the elastic scattering of 1.5
—3.0 MeV deuterons by 2C, »Mg and Al In brief, a magnetically analyzed
proton beam from the accelerator bombarded the prepared target contained in
a scattering chamber. Two solid state detectors were used to monit the
scattering protons. The detection system was adjusted to select and count
only the desired elastically scattered protons. The accumulation of beam was
performed by using a current integrator and a monitor. The total number of
protons.scattered elastically at a given angle was averaged over counts from
two detectors. The thickness of targets and the geometric factors were
deterrhined by normalizing the data to the Rutherford scattering cross.section
for elastic scattering of protons at 1.0 MeV. From these normalizations the
absolute values of the differential cross section were determined. The
uncertainties in the obtained absolute cross sections are believed to be
approximately within 10%.

III. RESULTS AND DISCUSSION

The data obtained in this measurement for the elastic scattering of protons
by 2C and 'O consist of excitation curves measured in the energy range 1.5
to 3.0 MeV and angular distributions measured in the angular range 40° to
140° at an interval of 49=10°. The center-of-mass angles chosen for the
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excitation curves were 84.7°, 104.7°, 133.7° and 152.4° for 2C(p,p)?C scattering
and 132.8° and 151.8° for *O(p,0)"*0 scattering. Figs. 1 and 2 show the 12C(p,p)12C
center-of-mass differential cross section (in barns/steradian) vs bombarding
energy at 847°, 104.7°, 133.7° and 1524° and Fig. 3 shows the 1#0(p,p)*0

100_---- [

8., 1518
100+ .. c.m,

DIFFERENTIAL CROSS SELTION € mb/sel

ol — N L 1
15 20 25 i

Fig. 3. Diffential cross section "for elastic scattering of protons from 0 in the
incident-proton energgy range 1.5 to 3.0 MeV. (a) Gen.=132.8°, (b)f..n.=151.8°

center-of-mass differential cross section vs bombarding energy at 132.8° and
151.8°. The 12C(p,p)12C and #0(p,p)*O center-of-mass differential cross sections
vs center-of-mass angles at three off-resonance energies (E,=2.0, 25 and 3.0
MeV) are shown in Figs. 4 and 5.

As is clearly seen in Figs. 1-3, the anomaly at 173 MeV in the elastic
scattering of proton by 2C and the 2.66 MeV anomaly in the elastic scattering
of protons by O appear at all angles of observation. It was found" that for
12C the values of maximum cross section om.. lie between 0.28—0.8 b/sr, and
the differential cross sections increase as angle increases. For 10, the ‘measured
differential cross sections appear to be mucir smailer than those for 12C,

It is noted from the angular distributions as shown in Fig. 4, that the
differential cross sections for C decrease rapidly at forward angles and
become approximately constant at backward angles. The results agree very
well with the values previously reported’®. For *°O, the angular distfibutions
as shown in Fig. 5 are presented as the ratio of measured cross section to
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scattered protons by 12C at three scattered protons by 0 at three
didfferent energies, different energies.

the Rutherford cross section, ¢(6)/s2(8), vs center-of-mass angles. It was

intended to compare our results on the differential cross section with previous

measurement by V. Gomes et al®. The agreement was found to be good'within
" experimental error.

The cross section data of *C(p,p) show an anomaly at 1.73 MeV indicating
the presence of a resonance level in the compound nucleus *N. A partial wave
analysis was performed using excitation function data at four angles as the
input to the computer programme. The theory formalism used in this analysis
and the usual methods of applying it are already described in the literature’:z,
The 173 MeV anomaly is the only resonance which appears in the energy
range investigated. The assumption made in the analysis that only one level
with angular momentum and parity well defined is involved is valid. The
Coulomb wave functions used in the analysis are {[calculated as shown in the
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Fig. 6. Typical fit to the excitation function data obtained from 12C (p.pO1C
at fe...=84.7° Experimental resuits are shown as points and the curves
give the results of the analysis.

Appendix®® by using a CDC 3300 computer. Typical fit obtained to the data
at #..,.=84.7° is shown in Fig. 6. The resonance energy, E,, reduced width, r?,
the characteristic energy of the resonance, E,, for the J*=5/2* level associated
with the 1.73 MeV anomaly have bezsn determined from a best fit to the data.
The interaction radius, a, was fixed at 4.77F throughout the analysis. The
results are as follows:

Present work Previous work?
E,(MeV) 1723 1734
E.(MeV) . 3598 - /3.609
E:(MeV) 3.536 3.546
y2(MeV cm x107'%) 3.31 '3.55
'(keV) 70 74

The resulting parameter values are in good agreement with previous work?
although there is a few keV discrepancy in energy value. More detailed
analysis will be given in a next paper.
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Appendix .

Calculation of Coulomb Wave Functions
We have used the numeical treatment of these functions based on the

paper of E. C. Froberg.!* The solutions of the differential equation

ary +(i 2p  L(L+D 1Y =0

dp’ e o
are encountered as the radial component in the separation of Schrodinger’s
wave equation for a Coulomb field of force and continuous energy values.
They are useful for the calculation of scattering of charged particles from
atomic nuclei or their binding by nuclei. From the known theory of the
confluent hypergeometric function, it may be shown that the above equation
has a regular solution F:(5,e) and a irregular solution G,(7,0).
Where

p=kr, r is the interparticle separation
p=mm./m;+m,, the reduced mass
m,=mass of incident particle in amu
m.=mass of target in amu

A=Planck’s constant/2x
Li=angular momentum

E=__"™: __Eio in MeV
me+m. :
Et**=Energy of the indicent particle in the laboratory system.

The Coulomb wave functions depend on p,» and L. However, by making
use of L being an integer, F..,, can be computed if F, and F,’ are known.
Therefore, we compute F,F,’, G. and G,’ first, then using the recurrence
formulas to obtain the rest. These functions and their derivatives calculated
are tabulated, and for a given L, p and » we may obtain F,;, G, F.’, G,’
directly from table,

Accordingly we have developed a subroutine for calculation of Coulomb
wave functions on a computer of CDC 3300. The results have been checked
well with the avaliable data to five figures.
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Optical waveguides formed by diffusion processes or ionexchange processes
have been reported by many authorsl. Among a number of advantages of
these graded index waveguides over the usual uniform index slab type
waveguide low propagation loss would be the most important. Loss of
propagation in an optical waveguide usually results from boundary scattering
and bulky loss. As bulky loss consists of scatterings and absorptions along an
optical path, it depends largely on the optical quality of waveguide material.
Besides, it dose not contribute to the overall attenuation as much as the
surface scatterings especially in typical slab-type waveguides. Therefore we
will discuss boundary scatterings alone. Giallorenzi et al?. showed experimentally
very low attenuation due to boundary scatterings and claimed inadequacy of
a simple formula given for uniform index waveguides by Tien3 Rigorouse
treatment of boundary scatterings and mode conversions has been done on
uniform index symmetrical waveguides by Marcuse!. However the simple
formula of Tein, which was nicely deduced and shown to be consistent with
the formal theory of reference 4, gives clear physical insights. It deserves
discussions how the formula is to be applied to graded index waveguides. To

* Sponsored by NSC of ROC,
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discuss the matter we imagine a graded index waveguide to be divided into
many thin layer‘s each of constant and uniform refractive index, just as that
treated by Hocker and Burns®. '‘Within each layer of the guide one can use
ray optics as is usually used in slab type guides®. Clearly the layer involving
the upper boundary should contribute most to the surface attenuation. Thus,
within the upper layer, the arguments employed .in Ref. 3 in deriving the
simple formula for surface scattering should still apply to the case of graded
index waveguides. In this paper we shall use certain results of Ref. 2 and
Ref. 3 and discuss via the simple formula some inherent properties of low
surface attenuation in graded index waveguides.

Let the power flux of an optical guided wave propagation along x direction
in the waveguide be proportional to an usual exponential function exp(—ax).
a is well known as the attenuation constant characterizing the loss per unit
length of optical power while propagating in the waveguide. The simple
formula mentioned above for an uniform index waveguides takes the form:

K 1 cosf w
== 2 - F]
* ( 2 sind Y/ Wers (1)

where we have from ref. 3.
K2=(4n/ 1) (oh+ah). @

The first factor of a, K? represents surface roughness of a waveguiding film
with.e% ande? as the variances of the irregularities respectively at thé,
upper and lower Surfaces. 1, is the wavelength of light in the waveguide. The
second factor of «, (cos® §/2 sin #), depens very sensitively on modal index
m for an uniform index waveguide. § is the incident angle of the the zigzag
light ray to the boundary surfaces. The third factor W.,, is the effective
thickness of a waveguide. It is given as®

Weff:W+1/P2+1/PD (3)

where W is the actual thickness of the wave~guiding film whereas 1/P, and
1/Po are the characteristic depths of the decaying exponential fields of the
guided wave extended beyond the upper and lower film boundaries respecti-
vely. The dependence of P; and P, on modal index m would be very much
insensitive as compared to that of the second factor. . _

We combine some results of Tien® and Giallorenzi et al®. in Fig. 1. As
claimed by Tien the attenuation constant for the mode m=3, in a uniform index
Ta,0, film is about 14 times larger than that for the mode m=0. This
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Fig. 1. Comparing and demonstrating various modal dependence of attenuations:
Xand Aare Tien's theoretical and experimental values respectively in
Ref. 3; Oand+are Giallorenzi's stirred and unstirred data respectively in
Ref, 2: [(Jare Tien's theoretical values if o10 were assumed zero; dotted
line represents the bulk contribution to modal attenuation as that
shown in Ref, 3 and 2; all the attenuations for modal m=0are normalized

to unity.

strong modal dependence has been successfully explained by Tien using Eq.
(1). On the contrary the modal attenuation of guided optical waves in Ag*
ion-exchanged waveguides has been found very small by Giallorenzi et al2.
Its negligibly small modal dependence is shown with pluses + for unstirred
ion-exchanged processes and circles (O for stirred processes. To understand
the low. attenuation of graded index waveguides we will note some inherent
properties’ of these waveguides over the uniform index ones. For an ion-
exchanged waveguide or other kinds of graded index the variance of surface
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roughness ¢} should vanish inherently because of the lack of lower interface.
Furthermore, since the authors of Ref. 3 had delibrately treated the surface
of ion-exchanged waveguides with fine optical polish, the variance of upper
surface ¢2 could be very small as compared to those without specially treated.
This explains partly how they obtained such low surface-loss waveguides as
compared to Tien’s. Based on the formula for K* one could possibly control
or make vanishingly small the loss due to surface scattering by controlling the
fineness of surfaces. In Tien's results if ¢5 were set to zero, the attenuation
would drop to those denoted by squares [] in Fig. 1. We include these for
better comparison and assumed o¢:=0; in drawing them. Apart from this
substantial influence to a the modal dependece is still strikingly small for
Giiallorenz’s o or + as compared to the squares []. This strong modal
dependence should stem from the second factor of Egq. (1), (con?® §/2 sin §).
It is interesting to note that the modal angle # in graded index waveguide
depends on the profile of refractive index », at the upper boundary surface
of a waveguide. For most cases one would encounter approximately come
plementary error functions, Gaussian of exponential profiles. For these types
of profiles the graded index has its maximum occuring at the upper surface.
As a result, the angle @ near the surface is the smallest of those well below
the surface because of the Snell’s law: :

n, sin 6,=n, sin 4, 4
where n,, 6, and n,, 6; are respectively the index and index and incident
angle at the surface and in the ith layer of a graded index waveguide when
divided into many thin layers as mentioned above. The dependence of 4, on
mode is through the relation:

Sin 8,=nepr/n, 3 ' (5)

where nw is the effective refractive index® depending on mode. For higher modal
index m, #.,, is lower and makes the modal factor ( con%/smﬁ) larger. For

uniform index slab-type waveguides this factor is very sensmve to the incident
angle because change in § is comparatively much larger. From Ref. 3, we
estimate the factor for m=3 to be about 79 times as big as that for m =0. For
graded index waveguides this factor is much less sensitive because change
in #., is irery small. One can estimate the narrow range of #n., from the
following two relations:

n, = thhtdn, : (6)

Ny Megy <N, (7
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where .z, is the refractive index of the bulk substrate and 4n is typically
much less than 0.1. This is another inherent property of graded index
waveguide which yields very low modal attenuation when compared to
uniform index waveguides. The third factor in Eg. (1) is the effective
thickness W.,,. The actual thickness W of an uniform index waveguide would
be at least one order of magnitude smaller than the maximum depth W, of
optical ray during propagation in a graded index waveguide if both guides
carry the same number of modes of guided wave. W, can -be iobtained from
n(Wa)=n.,, where n(y) is the index profile along the thickness direction y
of the guide. To faciltate the comparison one may simply apply a two-mode
procedure® for slab typ guides to calculate an equivalent refractive index Heg.
and an equivalent film thickness W.,. of a graded index waveguide. This
procedure, although developed only for uniform index waveguides, is based
on measurements of angular positions of all guided modes. The equivalent
thickness W, computed this way would be much smaller than Wn or even
the diffusion depth D of the waveguide. In comparsion to a uniform index
waveguide with same number of modes this inherent feature of larger Wers.
for graded index waveguides substantially reduces attenuation constant as
can be clearly seen from Eg. (1). The modal dependence of W, is again
interesting in the sense that higher modes tend to decrease the attenuation.
The reason is that as modal index m increases, n.,, decreases and the Wa
obtained from #(Wa)=n.,, should increase. This modal dependence of W,
would greatly reduce that of the second factor of Egq. (1) and could
practically result in negligibly small modal attenuation as that of Giallorenzi et
al. -
The effect of stirring during ion-exchange can be visulized again from
Eg. (1). In Fig. 2b of Ref. (3) when comparison is made to stirred sample
the unstirred sample has its peak of Ag* concentration profile displaced to
about 6 um from the boundary surface. The corresponding refractive index
at surface »#, should be smaller than its peak value at about 6 zm below surface,
Consequently the corresponding incident angle 4, at surface in eq. (4) becomes
larger and results in smaller attenuation constant a via Eg. (1). Besides, as
the profile is displaced inside the surface, the maximum thickness W, for a
given mode m again becomes larger in the unstirred sample. This further
decreases a via Eq. (1). Thus the remarkably lower attenuation should occur
in the unstirred sample than the stirred as shown in Fig. (1). In conclusion,
the simple Egq. (1) has been applied to describe the attenuation of surface
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scatterings in graded index waveguides. Qualitatively, it suffices to account
for the striking difference between the results of the uniform index waveguide
of Tien's and the graded index ones of Giallorenzi et al. Detailed and
quantitative computation with experimental data on specific sampless can be
carried out in a straight forward-fashion and would be reported eleswhere.
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Abstract

A nuclear lifetime measurement zystem of Ge(Li)-Ne 102A spectrometer
has been set up. Based on a typical fast/slow coincidence circuijt with the
Smplitude and rise time compensation method the time resolution for %Ca
7-cascade is 1.84 ns,

1. Introduction

Nuclear states formed after radiactive beta decay are frequently reached
a cascade transition of gamma rays through a very short-lived excited states.
For understanding the nuclear structure, those foundamental quantities such
as the multipolarities of the y-transitions, branching ratios, spin-parities and
the lifetimes of the excited states have to be measured for comparison with
the theoretical models. The knowledge of the lifetime of a nuclear state,
especially, provides not only the essential informations to obtain the transition
matrix elements, but also the means of investigating the nuclear models and
wave functions =4, It plays an impartant role in the nuclear spectrocopy.

For the measurement of the timing informations, in the range of 103>7¢
>10-" sec. the most common method is the delayed coincidence technique ‘2,
The timing resolution is usually dependent on the detector which being used
as well as the electronic circuit. Althrough this method has been widely used
for many years, and a steady progress has been made in accuracy and time
range; however, the tedius adjustment still need some technique in order to
have its optimum timing resolution.

Based on the typical Fast/Slow coincidence design, a delayed coincidence
spectrometer with Ge(Li)-Plastic scientillator assembly has been set up at
the nuclear lab., IPAS. Using an ARC (Amplitude and Rise Time Compensated
Timing) unit to eliminate the intrinsic walk effect of the Ge(Li) signal, the
timing resolution of 1.84 ns was obtained which is pretty satisfied for the

* Work partially supported by the Physics Research Center, National Science Council, R. O. C..



G. C. Kiang, T. Wang, B. Chen and E. K. Lin
demaned of lifetime measurements.

I1. Apparatus and Experimentals

A 27%1.5" NE 102A organic crystal adapted to a 56 AVP photomultiplier
with ORTEC 269 tube base was served as one detector. Another detector was
a 43 C. C. true coax Ge(Li) detector (FHWM 2.1 keV at 1.33 MeV). In order
to minimize the compton r-rays, the two detectors were arranged perpendicular
to each other.

A conventional Fast/Slow coincidence circuit was chosen for the lifetime
measurements (see Fig. 1). A home made #Co point y-source about 400 uc
was used for determining the time resolution of the system. The distance
from the point source to both surfaces of the two detectors of Ge(Li) and Ne
102A was kept at 2 cm. Two pieces of 2 mm thick Acrylic plates were used
as a g-filter to prevent the § particles for the detectors. '

Rate
- -Meter
n
WV, Tinear | 2 [ Timing n
CI-3200 —| Amp SCA : .
€I-1413 .| c1-1437
Scaler
ARG Dl : CI-1773
. . ela L
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M
\ stop |V | ™ ny
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s, : CI1-1643 4
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ORTEC 1436
£ A. Linear | L [ Timing n Scaler
ORTEC Amp SCA
113 c1-1412 Ccl1-1437 c1-1773
H. V. ) i
£1-3002 .
- " Rate
Mater

Fig. 1. A system for 7-7 lifetime measurement.
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Due to the varying rise time and the intrinsic time jitter of the germanium
detector signals, the walk effect was strongly affect the timing resolution. An
ARC (Amplitude and Rise Time Compensated Timing) unit of CI-1427 was
used to extract the timing information from the Ge(Li) detector via an
ORTEC 120-2B Preamplifier. An external Nanosecond Delay of ORTEC 425
instead of the 50 ( delay line was used to provide the proper delay for the
ARC unit: Since the rise time of the pulse from the ORTEC 120-2B is
approximately 30 ns at 34 pf. The delay time may be set at 30 ns to obtain
the optimum. time resolution and to minimize the walk effect. Besides, the
gain and Rise Time Reject of the ARC have to be set dependent on'the
amplitude and noise of the input pulses. Gating the linear signal of the Ge(Li)
detector, with the positive out put of the ARC the gain and rise time reject
may be set at 9 and 4.65 respectively. ' -

" The ORTEC 436-100 MHz Discriminator was used to shape the fast timing
signal from the anode output of ORTEC 269 Phototube base, which was
coupled with 56 AVP photomultiplier and NE 102A crystal. In order to. reduce
the low energy noise and unwanted pulses, the Discrimination Level of the-
ORTEC 436 was set at 1.53 which means the pulse <153 mV were clipped

— —_— 'y
o (g ] h
T T Y

on

4T—(ns) Dezlay
®

800 300 1000
Channel Number

Fig. 2. The calibration of timing resolution,
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out. The dynamic range for both fast channels were set~100:1.

The time difference of the fast timing signals were adjusted by a
nanosecond delay. A start-stop type time analyzer of CI-1423 (TAC) was
used to analyze the time difference of the time signals. The linear output
of the TAC has been checked for 24 hrs. No obvious channel 'sihft was
observed. The Time-to-channel ratio was found to be 72 ps/ch., as shown in
Fig. 2. The window width of SCA output of the TAC was set 207% for the
triple coincidence with the two slow channel outputs. :

1In the slow branch, the linear signals from both of the detectors were
fed into the Timing Single Channel Analyzer (CI- 1437) at proper selection of
the energy region of interest. In our case, the Ge(Li) side was windowed at
1332 +6 keV while in the NE 102A side the window was set in the dynamic
range of 50:1; the 1173 keV peak was involved. The dynamic range setting is
shown in Fig. 3. The two slow timing signals withthe SCAoutput were fed
into a Slow Coincidence Unit of CI-1445. The triple coincidence output served.
as a gate signal to gate the linear signal of TAC for the timing measurement
and recorded by a 4096 MCA. '

x10% 1173 keV : 1332 keV
2l  Windowed Range ' Narrow Window
Lnmamend —
For NE102A Side For Ge(Li) SiZa

)
k= I
c |
o1r

0 . . L _|'/, \k
900 1200 E-AE E+AE
1500

Channel Number

Fig. 3. The energy spectrum of ®Co 7-rays showing the dynam ic range settind.

II1. Resulats nd Discussion Figure Caption

The timing spectrum obtained by the system for ®Co r-cascade transition
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10

T 4V «17T1T

[{

COUNTS PER CHANNEL

10

Se—  FW(I/10IM 403n Sec —"

s=— FW(1/20IM 475n Sec —"

-
-

Source: %%Co

Start Channel NE102A /56 AVP
ORTEC 269 Base

Stop Channel Ge{Li) 43CC. True Coax
ORTEC 102-28 Preamp.

Calibration: 36F Sec¢/Channet

1 1
1050 1100 1150 1200

CHANNEL NUMBER

Fig. 4. The timing spectrum of **Co cascade.

was shown in Fig. 4. The timing resolution (FWHM) and FW(%) M arel.84

% 10~° sec. and 4.03x10-° sec. respectively. In comparsion with the privious
work '®>, the present result is satisfied. Due to the amplitude variation of a
Ge(Li) detector signals, the serious walk effect strongly affects the timing
resolution. It is not suitable to be used for sub-nanosecond timing usage, even
the ARC circuit is used. An Nn NE102A-Na(T1) or NE 102A-NE 102A system
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may be used instead of the said system in order to measure the very fast
events in the pico-second order.
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ABSTRACT

Recently, some experimental reports have shown that Kondo-like
electrital resistivity minimum accurs in non-dilute alloys. A self-consistent
model for the Kondo effect is developed to explain these experimental
results. No conflict between Kondo effect and Mictomagnetism is also
demonstrated.

INTRODUCTION:

The well-known electric resistivity minimum phenomenon observed in
many dilute alloys‘»® has been known experimentally for  quite' a number
of years. Around twelve years ago, it was. established that the resistivity
minimum. accurs whenever the impurity atom is magnetic‘®. The weak
concentration dependence of the temperature of the resistivity minimum and
the scaling of the low temperature with impurity concentration indicates ‘%
that this effect does not arise from impurity-impurity interactions, but is a
property of a sea of conduction electrons interacting with isolated magnetic
impurities, The first successful theoretical explanation of these resistivity
anomalies was made by Kondo'®. Since 1964 the interest .in the dilute
magnetic alloy problem commonly referred to as the “Kondo effect” has been
steadily rising. The theoretical activity in this field has been quite high, as
evident between these review articles in 1968 and 1974 .

In recent years, some experimental reports have shown that the Kondo-
like resistivity minimum accurs in some non-dilute alloys containing transition
elements, for example, Pd-Ag®», Pd-Cr® and Cu-Ni121 systems. Since
1970, there have been quite a few theoretical papers on this topic, as a
example, the Kondo Sidebands Model etc. (=2, However, the theoretical
situation is still not. very clear. In this paper, with the concept of
Mictomagnetism V', we would like to present a “dilutionization treatment
model” for the accurrence of Kondo effect in both dilute and non-dilute alloy
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systems.

ANALYSES:

The experimental data by Clogston et al'®® for the average magnetic
moment of dilute Fe impurities in 4d metals and alloys shows that the
effective moment on the Fe impurily is changed as the host system is varied
across the 4d series. Following the concept of Anderson model®®, this means
that the gradual development of the impurity. Fe moment can be interpreted
as a continuous change both in the width 4 of the impurity d band and its
position E with respect to the Fermi level Er of the system. It has also been
shown by Jaccarino and Walker**> that when a few impurity ions, for
example, Fe or Co, are dissolved in a 4d binary alloys, that prabability of the
formation of local moments at the impurity ion sites is critically dependent
on the number and kind of the nearest neighbors.

Here, we will concentrate upon the binary alloy only. Let the binary
alloy system be written as A,..B., where A and B represent any pure metal
elements, and x represents the atomic concentration of B. Either A or B, or
both, belong to the transition metals. In a binary alloy system, if the influence
of any atom on its neighbors is ignored that means we ignore that solubility
of the two elements, we can assume that the atomic sites are occupied at
random. Under this situation, the .order parameters which were. introduced
by Bethe and Cowley etc. vanish‘®’. Therefore, each site can be occupied by
a B atom with probability x, and by an A atom with probability (1-x).
Generally, it is found that small cluster are randomly distributed throughout
the material. We will choose a particular B atem, with the i-th nearest—
neighbor coordination number N, as origin to form any size of cluster. There
are three sufficient conditions for a cluster: First, there are at least #; (n &N
B-type atoms in the i-th nearest-neighbor shell; second, the lérgest i (or say
k) can be zero or any positive integer (here, zero means the B atom at origin
itself); third, outside the cluster, or say in the j-th shell; where £+1=j<s, the
number m of the B-type atom should be no more than ¢, where 4, can be
zero or any positive integer. Let P*, *(n, £; x) be the prabability of this
event. We- have:; ;

. e N ' T8 ) '
P¥ (ni 0 =(x 5 Ci e (l-xy=)( = 3 Cp am(1-2)%n)

I=0u=n‘ juk+l m=0
where Cy=N!/nt(N-n)!
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This equation is valid under the assumption that the size of the clusters
is much much smaller than the whole binary alloy system. The equation was
calculated with the aid of a computer. The detailed analyses and discussions
for different types of crystal structures have been carried out and will be
reported elsewhere. The property of cluster is sensitive to the local
inhomogeneities in the alloy concentration. The most obvious distinction
between different clusters is the nature of their local environment in the
disordered alloy. In this paper, we would like to mention just its physical
concepts by showing below two simplest cases in a arbitrary body center
cubic crystal system. In this case, we get Ny=1, N,=8, N,=6, N,=12 and
so on. Although they seem oversimplified pictures of an alloy, they give an
enormous amount of information that helps us to understand more complicated
cases.

The probability of finding a single B atom with no other B-type atoms in
its first three nearest neighbors is given as: |

P31, 0, 0, 0; x)=x(1-x)%

which is shown by the left solid curve in Fig. 1. It is quite reasonable
sufficient case for the theoretical derivation of the Kondo effect in dilute
alloys. The probability of finding a B atom with its first nearest neighbor
shell having at least seven B—type atoms and its second nearest neighbor
shell no more than one B-type atom is

P, 71 x)=x(x*+8x"(1—x))((1—x)8+6x(1 —5x)5)

which is shown by the right solid curve in Fig. 1. Generally speaking, it
occurs in non-dilute regions.

The occurrence of giant moments in some binary alloy system is a direct
consequence of exchange enhancement effects in the host’s narrow d-band,
and its attendant supperssion‘®’ of RKKY type spin density oscillations to
large distance from the cluster. This means that a single B-type cluster in
the host may not give rise to a local moment, but the presence of the B-type -
cluster significantly increases the polarizability of the host in its vicinity. For
example, if A and B both belong to transiton elements, the occurrence of the -
local moments -of this binary alloy system can be either due to (1) the
virtual bound d (or f) band of the cluster, (2) the polarized virtual bound 4
(or ) band of the host in the vicinity of the impurity, or (3) the
combination of the above two cases.
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Figure 1: The probability of finding special clusters as a function of the
atomic concentration of B in a binary alloy A .B..

An additional probability may be induced by the polarization of the host
which is shown by the shaded regions in Fig. 1. The area of this shaded
regions will depend on the individual physical situation of various binary
alloy systems. In case the Kondo effect exists for several completely different
size and shape of clusters for a special concentration, the final results will be:
the supperposition of these clusters. If we add the influence of the atom on-
its neighbors, this also means to change the shape and the peak position of
the probability curves shown in Fig. 1.

For a critical concentration, x,, the binary alloy; A,_x,Bx,  begin to favor
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some special size and kind of clusters; and it has a suitable localized energy
state theat its width 4 and position £ with respect to the Fermi level E» of
the system has the properties of exhibiting the Kondo electrical resistivity
minimum phenomenon. Following Kondo’s theory ‘®*, we can say that the local
moments around these suitable clusters are formed and the antiferromagnetic
s-d interaction between the cluster and the conduction electron is occurred.
If the Kondo-like behavior is manifest in the concentration range x, where
Xo<x<x,+4x and 4x>0, we can define -this critical concentration alloy,
A,_x,Bx,, to be a new "pure-like” metal. When a small amount of B-type impurities
with concentration C is dissolved into this so-called “pure-like” metal, where
C=(x—1x,)/(1—x,), the Kondo-like effect occurs in this “dilutionized” non-dilute
alloy. Because the interaction between a clusier and conduction electrons in
non-dilute alloy is 'quite similar to that between a single impurity and
conduction electrons in dilute alloy, all the theorems to explain Kondo effect
in dilute system should be able to apply to Kondo-like effect in non-dilute
binary alloys. It is definitely sure that besides the Kondo-like interaction,
some other electron-electron interactions exist in the host metal and the
clusters itselves, as well as between the host and the clusters.

Following Anderson’s concept‘?®, we will analysis the occurrence of the
Kondo-like behavior in a binary alloy. If the impurity concentration, x,-is

Energy Energy Energy
{a) (b {c)
---------------------- E+F
....... A
--------------- I L E
spin-up| spin-down  spin-up|spin-down  spin-up spin-dow?wensuy

- - - densit
SpIR-up | spin-down  spin-up [ spin-down  spin-up spin—dOwnnly

Figure 2. Density of State distribution following the Anderson meodel.
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varied from x, to x,+ 4x, the physical meaning of this process can be represented
by a continuous change of the six figures in Fig. 2. according to the following
procedures: (a)—(b)—(a),(a)—(b)—(c),(d)—(e)—(f) or (d)—(e)—(d). For a
complicated system, the variation process can be any reasonable combination
of the above four procedures. In other words, several parameters are usually
needed to express this cooperative phenomenon. .
In a special temperature range, spins within a given cluster are ordered,
whereas ordering between clusters is lacking ®”. If we define an exchange
interaction I"4, which is described by Heisenberg Hamiltonian, that the local
moments mentioned above are formed under this exchange interaction. Here,
we can regard the exchange interaction /4. as a bounding energy for the local
meoments around the cluster. For temperatures below I's./ks and J._,/ks, Where
J.—a is the s-d exchange interaction which is also described by Heisenberg
Hamiltonian and %, is the Boltzmann's constant, the Kondo-like effect can
occur whether the binary alloy is in the paramagnetic, the weak ferrom-
agnetic, -the weak ferrimagnetic or the weak -antiferromagnetic  regions.
.However, the Kondo-like behavior can be mashed by phonon interaction or
any other interactions, if the order of Kondo-like behavior is small enough
comparing- to other physical interactions. As the temperature approaches
absolute zero, the local moments remain in their ground states, and the s-d
.interaction will die out, i.e. the Kondo effect disappear when the temperature
approaches absolute zero.

CONCLUSIONS:

Kondo-like electrical resistivity minimum do or do not occur depending
on the relations between the local cluster state and the Fermi level of the
system. It can occur in the paramagnetic, the weak ferromagnetic, the weak
ferrimagnetic or the weak antiferromagnetic alloys. For examples, the Cu-Ni
alloys, Kondo effect occurs both in the weak ferromagnetic region'® and in
the paramagnetic region‘®, the Pr-Ce*® and Awu-Cr‘*® alloys, it occurs in
the antiferromagnetic region. '

Kondo-like behavior can occur two or more times in a binary alloy of
two definite elements but in different concentration regions and temperature
ranges. For example 11", the Kondo effect occurs in dilute Pd-Ce alloys in the
temperature range above 25 K, as well as in the non-dilute Pd-Ce alloys in
the temperature range below 4 K. The available data are not enough to allow
more demonstration about this model. However, this model can be considered
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as a reasonable one to explain the available experimental data.

Finally, with the cluster concept, we have shown no conflict between

Kondo effect and Mictomagnetism.

COMMENTS:

This papef has been sent out to C.C.T. Potsdam, N.Y. U.S.A. for asking

Prof. Arajs and Prof. Anderson to make some contribution.
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Abstract

It is demonstrated thét the two-current model in nickel-rich nickel-
chromium alloys is definitely limited. For Ni-Cr alloys with Cr concentration
smaller than 55 at. %, the deviations from Matthiessen’s rule of the
resistivity can be explained by a two-current model. However it is not
valid for Ni-Cr alloys with Cr concentration larger than 11.3 at.%.

Introduction:

The concept of two-current. conduction was first suggested by Mott!. It
was used to explain the deviations from Matthiessen’s rule? of the resistivity
measurements of dilute iron based alloys by 1. A. Campbell et ald Later,
Schwerer and Conroy* reported that their experimental "data of dilute Ni-Cr
alloys with Cr concentration smaller than 5 at. % can be analyzed under the
two-current model. In this paper, we will combine the experimental data of
Ni-Cr alloys reported by Yao et al’® and Schwerer et alt to analyze the
limitation of the two-current conduction in nickel-rich nickel-chromium alloys.

Under the assumption that there is only one type of current carrier and
that the scattering processes which cause resistance are independent, the
Matthiessen’s rule can be expressed as:

0.(CT)=p,(T) +p,(C) (1)

where p,(C) is the resistivity produced by the impurity at O °K, 0:({T) is the
resistivity of an ideal pure metal, and p. (C,T) is the resistivity of a dilute
alloy containing a concentration C of impurity.

In fact, there are always deviations from Matthiessen's rule. However, in
many cases, these deviations are very small, and Matthiessen’s rule represents
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quite a good approximation to the experimental data. We can always write
0.(C,T) exactly as

pa(C,T)=p,(T) +0o(C) + 4(CT) (2)

Presuming that g,(T), p.(C,T) and g,(C) can be determined experimentally,
Equation (2) provides a definition for the quantity 4(C, 7). We call this
experimental value of 4 (C,T) the "Deviation from Matthiessen's Rule”
associated with the concentration C of the given solute in the given solvent.
The existence of a non-zero 4(C,T) has been known for over 100 years, ever
since the original study by Matthiessen and Vogt. However, with the
exception of a flurry of-interest in the early 1930’s, quantitative investigation
of the form and magnitude of 4(C,T) proceeded rather slowly until quite
recently. From the previous work devoted to this topic®~'!, the existence of
the deviation from Matthiessen’s rule in systems involving defects other than
substitutional impurities is demonstrated.

According to the two-current model in which spin-up and spin-down
electrons conduct in parallel, the resistivity, p.(C,T), can be represented as
follows%

0.(C,T) _[p1(0) +0.4(T) 1p} 0) +0ud(T) 1+ LoD ipt(0)+pl(0)+2.1(T)+p.UT)]
= o1(0) +04.(0) + 01T + 0.l (T) +20T4(T)

&)

where pt(o) and pl(0) are the impurity residual resistivities for the two spin
directions, p1l(T) is the resistivity due to the spin-mixing which is
characterized by a relaxation timerf]. p.1(T) and p.} (T) are the thermal
resistances of the alloy for each spin direction; in general, p-T(TY #p.d (T).
Let p,(T) and p,1(T) be the thermal resistances of the pure host metal for
each spin direction, and pa(7) be the resistivity of the pure host metal at
temperature 7. At low temperatures, both the p.(T) and the ptl are small.
For the simplest case,

0T =0ab (T) =, T =0, L(T) =0(T),

- —_et0)pilo)
and letting e(0) (o) + L (0) (4)

we get for low temperatures:

_ 1 o1(0) — pL(0) FLo(T) +pt(T)]
LCT)= (T ++ o1(0) = pl(0) 12Lo(T) o141
o (CTY=p0) +or (D5 Fary s 5L 03T ot (0) + 0l (0) +20(T) +20TL(T) ]
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e . o1(0) Pl(o) 2 T
~p(0)+p (0)+ ['r(o)T 1o )J [o(T) +pP(T)] (5)

The third term is the deV1at10n from Matthiessen’s rule. For the general
case, the deviation does not separate out quite as simply; however, it is
always positive. The physical picture is that the electrons in the low
resistance spin direction, which carry most of the current at low temperature,
are “Braked” as the temperature rises, and they are brought into contact
with slower electrons. At high temperatures, the deviation should saturate.
We will then have:

0 (CT) = Flpt(0) + pl(0)+o.M(T)+p.d(T)] (6)

Arnalyses and Diszrssions:

A detailed list of proposed sources for the deviation from Matthiessen’s
rule is given in the xjevieu} article by Bass!. In this paper, we only want to
show the deviation from Matthiessen’s rule of Yao et al's experimental datas.
Due to the experimental difficulty, we replace p,(C) by the resistivity at 4.2
 °K. Also, we will define a deviation parameter 4(C, T) by

A(CT)=[pa(T) —pn(4.2) Jattoy —Lon(T) — pn(4.2) Tpure=4p(C,T) —p. (7)

where
Ap(C, T) = [pallny(T) “Ppure.gT) Imeasured

=[pn(T) Jattoy—L[pa(T) Joure ®
chEpm(‘l.Z)]alloy—'[Pm(4-2)]pure (9)

and pa(T) is the measured resistivity at temperature 7.

Figure 1 shows the temperature-dependent behavior of 4o(C, T), which
is the difference between the Ni-alloy resistivity and the “pure” Ni sample
resistivity. According to this figure, the temperature-dependent behavior of
dp(C, T) does not agree with the two-current model for Ni-Cr alloys
containing Cr in amounts greater than 11.3 at.%. In other words, the two-
current model is based on the spin polarization of the conduction electrons
due to the ferromagnetic state of the host metal. For high concentration
Ni-Cr alloys (say, larger than 11.3 at.% Cr), the alloys do not show strong
ferromagnetic ordering in the experlmental temperature range; and we can
probably say that it is in the weak ferromagnetic state for samples up to
around 22 at.% Cr. We suggest that the critical composition for the weak
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ferromagnetism is about 22 at. ¢; Cr. We can further suggest that the
maximum of the 4o(C, T) vs T curve could be a functional change of the
Curie temperature of the alloys. Since pure Ni is in the ferromagnetic state
below 631 °K, the decrease of 4p(C, T) with increasing temperature could
mean that the resistivity of the alloy due to ferromagnetism disappears above
a special temperature which is changed according to a special function of the
maximum in the 4o (C, T) curve.
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Fig. 1. The difference Ap (C,THbetween the alloy resistivity and the
pure Ni sample resistivity for Niw.z Crz

Analyzing the experimental data of the Ni-Cr alloy containing 5.5 at.%
Cr, together with the data reported by Schwerer and Conroy* for Ni-Cr alloys
with Cr concentration smaller than 5 at.?, we conclude that these deviations
of Ni-Cr alloys with Cr concentration smaller than 5.5 at.% can be explained
by a two-current model in which spin-up and spin-down electrons conduct
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in parallel.

However, Figure 1 shows evidently that the two-current model is not
valid for Ni-Cr alloys with Cr concentration larger than 11.3 at.%. A further
detailed analysis of the proposed sources for the deviation from Matthiessen's
rule for the Ni-Cr alloys with Cr concentration larger than 11.3 at.% will be

published elsewhere.
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ABSTRACT

A model utilizing the concept of relative velocity has been proposed to
explain the perceived direction change of an’ adapted motion. Theoretical
calculation agrees with experiment very welil

Recently, experimet' shows that prolonged exposure to a field of
random dots drifting in one direction selectively elevates the contrast
detection threshold for subsequently presented moving test dots. Levinson
and Sekuler? also show that previous adaptation alters perceived direction
of motion. Interesting data have been provided which indicate that the
perceived direction always deviated away from previously adapting direction,
the deviation is large for adaption direction near the test direction (£30°)
and decreases as the adapting direction was made less similar to the test
direction. This phenomenon is not only interesting but also important in many
phases of daily life, thus it is desirable to find out what is the mechanism
responsible for this phenomenon,

This letter will propose a model, which can quantitatively calculate the
deviation and comparison with the experiment can thus be made.

Let 84, 8,, 8 be the perceived direction, the test direction, and the
adapting direction respectively, V the velocity of the stimulus. The component

of the adapting velocity along the test direction is
TVCOS(ﬁz—ﬁl) (1)

where » is a percentage factor indicating the amount of the induced
adapting velocity along the test direction. The difference between the test
velocity and the adapting velocity along the test direction is

V—r V cos(8,—8y) (2)
Similarly, the component of the adapting velocity perpendicular to the test

direction is
-V Sin(ﬁg—ﬁl) (3)

where 7’is another percentage factor indicating the induced adapting velocity
perpendicular to the test direction. It is proposed that the perceived direction
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¢ of a test stimulus will then be

—r1’'Vsin(¢,—80:) 4

V—r V cos(6,—6;)

Let #/=6,—8, represents the normalized adaption direction, ¢=0—6: the
deviation of the perceived direction from the test direction, then equation (4)
becomes

5-—191=tan“1

-1 —r’ sing’
A e T ®)

Equation (5) is ploted in Fig. 1 for »’/=0.033 and »=0.866 together with
the data of Levinson and Sekuler (1976), it can be szen that the fit is quite
good. If there are two adaptation stimuli, then the perceived direction will
be the sum of the individual perceived direction, thus if there are two
idential adapting stimuli moving in opposit direction, the resultant perceived
direction ¢ will be

-

1y o

12

IIIYS uorAq

(‘8ap)

) -
-120 -150  ~120 -390 =60 -30 4] 0 60 90 120 150 180

Normalized Adaptation Directation
Fig. 1. Plot of Eq-(3). The data are taken from Lievinson & Sckuler (1976)

—7! sind’ —7' sin(6’ +180°)

=tan~! — 2+ tan ] ,
¢=tan 1—r cosf’ 1—7r cos(8’+180°)

(6)

This is a fixed amount as indeed shown by Levinson and Sekuler?. A
similar additative result has also been reported in motion after effect by
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ABSTRACT

A series of enzyme reactions is devised, where the enzymes are
continuously produced in one set of enzyme reactions and are continuously
consumed by inhibitors in another set of enzyme reactions, the imhibitors
being also produced by a st of enzyme reactions. Under the condition that
the pool of reactants are large enough such that the rection rate depends
only on the enzymes, it shows an undamped pure sinusoidal oscillation.

I. INTRODUCTION

The oscillation phenomena increasingly gain attention in many devergent
fields, such as the biological clock, ecolozy and environmsatal changes etc-
Since many biological and physical processes involve chemical reactions, it
would be interesting to know a chemical reaction system which has the
property of undamped sinusoidal oscillation. Many authors (Bak, 1963; Lotka
1910; Moore, 1949) have shown a chemical oscillating system; however, it is
the nonlinearity of the system which gives rise the oscillation 1 aisnomenon.
Hyver (1972), Denbigh et al (1948), Hearson (1953) and Meixner (1949) have
proved that a linear chemical reaction system under their specified conditions
can not have undamped oscillation. However, Seeling (1970) has devised an
open system which has the property of undamped sinusoidal oscillation. His
system consists of: (1) a chemical reaction whose rate is linearly dependent
on the concentration of a catalyst, (2) a series of successive first order
reactions with the product of part (1) as input and the catalyst as output,(3)
the catalyst is one of the products and is destroyed by a first order reaction
-in addition to a reaction with constant rate. The purpose of this paper is to
show that an enzymatic linear system will also show this undamped
sinusoidal oscillaton. Furthermore, unlike Seelig’s system being open in flux,
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this system can be both open and closed and may have applications 11
modelling the biological clock or construct the chemical oscillator.

[1. THE SYSTEM OF CHEMICAL REACTIONS

guppose we have following enzyme reactions:

Ey(Sqteeee)— Ri B, Py 1)
Eo(Syenee )__Ff_"’z__._,Ea(pZ_;_ ...... ) (2)
Ey(Sqt+eme) R _E(Pyte) (3)
(S 4 eeeene )_,?kﬁ___ P E Pyt eee ) (4)
E (S5t +erer ks E(@) (5)
and
By (S! 4 eeees ks [Pt 6)
Eo(S7 gt veeens ),..__k_l._ﬁf__.[l(Pfl_;. ...... ) | 6
E(S7 44 onee )___ii'z L (P gt evees ) (8)
Eu (S Ao )_’i?»___,ja(Pf3+ ...... ) | 9)
Es(S/ s+ ) — R [ (P teeeene ) (10)
and '
ErYery fast g (11)
E+Iyery fast pp (12)
E,+I.Yery fast g, (13)
E.+1Yery fast o, (14
E,+1,yery fast g | (15)

where equation (1) means that the enzyme E, catalyzes the substrate S; to
form enzyme E, and product P,, and equation (2) through (5) have similar
meanings. Equation (6) means that the enzyme E, catalyzes the substrate
S', to form the inhibitor 75 and product P’s, and equations (7) through (10)
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have similar meanings. Equation (11) means that enzyme E; and inhibitor I,
combine to form E./, rapidly and the activity of the enzyme is destroyed by
the inhibitor I,, and equations (12) through (15) have similar meaning; A&, &,
ks, k4 and ks are reacton rate constanis. The above reactions can be concisely
expressed in a diagram in Fig. 1, where—represents the forward reaction
and—represents the combination.

Fig. 1. A dagram showing the relationships among enzymes and inhibitors.
—represents the fhe forward reaction and—represents the combination,
ky--<--ks are rate constants.

III. THE RATE EQUATIONS AND SOLUTIONS

Suppose' the concentration of S;----- Ss and S;------S’5 is very large and
since the enzymes only catalyze a reaction but retain its concentration in the
process, thus the enzymes in the left side of equation (1) through (5) are
1eft unchanged, however the enzymes in the right side of equations (1)
through (5) are continuously produced from the pool of reactants S
Also, the concentration of enzymes in equations{6) through (10) is unchanged
and the inhibitors [+ I. are continuously produced from the pool of
reactants S’y However, the enzymes in equation (11) through (15) are
destroyed as soon as the inhibitors are formed, thus the rate of the
decreasing of the enzymes is proportional to the rate of producing of the
inhibitors. From this argument, the rate equations can be written accrodingly
The rate equations of the inhibitors are:
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the rate quations of the enzymes are the combination of two parts, the part
of production according to equations (1)~(5) and the part of destruction
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according to equations (11)~(15), namely,

d£L=k5E5— ‘g; = ks Es— by Ey
% _ klEz—%?; By — ko Es
%izszg_ ffia =hyEy— ks E
ddE; b Ey— ﬂg 4 =hyEy—huEs
dg:; B E,— ‘ZS =kE,—hsE,

where equations (16)~(20) have been used.

The simutaneous system differential equations (21) to (25)can be written

in a vector form as

dE
4E _AE
dt

where E and A are respectively

E,

E,
E,
E,
Es

0
ks
A= 0
0
— ks

\ f
!

e t——
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The differential equation (26) can be solved by finding the eigenvalue
() of A, namely finding the 2 in the following equation:

=1 —k 0 0 kg

ky —2 k2 0 0

0 k —2 —k 0 , =0 27)
0 0 hy -2 b

k00 k=2

A in eqution (27) has five roots and can be found to be

21=0 l

223314:5 = i_V’_T

Vil vk ki ki k) y/ (kA R E R RIF— dRTR kTR A kIR + kiR + RIRY)
The solution of (28) can be shown (Duff and Naylor, 1966) to be
E(t)=C1X13‘1‘+C2Xze‘2’+C:;Xaea_’s+C4X4e"4'+05X5855‘ (28)

where X, X, -+ X are eigenvectors corresponding to the eigenvalue 2,4,
is, and C,,Co------ C, are constants which can be determined by the intitial .
conditions. The eigenvectors can also be obtained from equation (27) to be

;1424428

A
1—2—2°
(29)
1-22—2, |

) %
N 14322+,

Since 2 has five distinct values, there are five different eigenvectors,

furthermore, since 1 is either zero or pure immaginary, equation (28) is a
pure sinusoidal equation.

IV. NUMERICAL CALCULATIONS
For a numerical calculation, we let k,=k,=k,=£k,=k;=1.000 and choose
the-initial conditions as FE,(0)=9.077, E,(0)=4.284, [E;(0)=0.480, E.(0)=3.923,
E;(0)=8.236. 2 thus can calculate to be
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JSEVE ,_J5VE ,__ /576

=0, =0, B=y 2TV a——| .

Utilizing equation (29), equation (28) can transform to be
| E,=5+4576 cos(0.605¢+0.350)x
E,=5+4.5t6 c0s{0.605f+1.950)
E;=54+4.576 c0s(0.605¢+1.451)x (30)
E,=5+4.576 cos(0.605¢+1.150)=
E;=5+4576 cos(0.605¢+0.750)x

The above calculation is tedious, but straighfoward. Equation (30) shows
that every enzyme is pure sinusoidal and with a fixed phase shift, however
the amplitude is all the same.

V. DISCUSSIONS

In the above reaction system, the concentration of the enzymes shows an
undamped oscillation. Unlike the open system devised by Seelig, this system
exhibits the oscillation property regardless whether the mass flux is open or
close, as long as the reactants are sufficiently large such that the reaction
rate depends solely on the enzymes as shown in equations (16) through
(25). Furthermore, equation (1) shows that the production of product P, is
~ proportional to E;; now suppose there is a proper constant leakage J», for P,
or suppose P, involves in another chemical reaction, then the rate equation
for P, is respectively '

ddf;i =E —Jei0r ‘g‘=El-P1 (D

In these two cases, P, would also be sinusoidal. Thus, not only the enzymes
are sinusoidal, other properly related chemicals also would show an
undamped sinusoidal oscillation. This enzyme reaction system may be used as
a basis for modelling the biological clock or the chgmical oscillater.
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Absiract

A membrane potential stabilizing mechanism is proposed. The permeability
is suggested to be controlled by a potential sensor, while the active
transport system is suggested to be a Maxwell demon which has the ability
to recognize different ions to let some ion go into the cell and scme go out
of the cell. The idea that information is equivalent to entropy is used to
construct the model of the active transport system. The non-steady ionic
state of muscle cell is deduced, ionic concentration may determine the
condition of the muscle is also suggested.

Introduction

Membrane potential and ilonic concentration gradient which exist in most
living cells are related to signal transmission, energy regulation, transportation,
differentiation, circadian rhythm and other mechanisms. With the existence
of membrane potential and the well regulated ionic concentrations in and out
of a cell membrane, questions naturatly be raised on whether they are related
to each other, or they are regulated by each other. It is known that ionic
concentration may be changed by the alternation of permeability which
followed the variation of the membrane potential, while the ionic concentration
together with permeability may decide the membrane potential. Thus what
does the membrane “see”? The ionic concentration or the membrane potential?

In the past, numerous investigators have given their proposals on the
passive transport (permeability), the active transport and the membrane
potential (1 » ® > 5> Eyen before our knowledge on the generation of
membrane potential, the idea of an active transport in the nervous system
had been suggested by Dean and Davison in 1944.® Recently it is confirmed
that the active transport can be electrogenic as well as neutral‘” ¥ and the
system of transportation travels against the gradient of electrical and
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chemical potential. The problem is then further complicated. The electrogenic
pump may first change membrane rotential, and through the change of
electric field and permeability to produce the ionic concentration gradient.

It is natural to ask, what does the membrane “see”? How can the
membrane “see” the things he want to see? And by what ways the membrane
manage to have every thing corrected after understanding their situations.
Presently, based on physics we try to explain how membrane "sees” the
electric potential, find out the ionic concentration and control it to be right.
A few applications of this idea are also suggested.

Permeability

Although the mechanism which regulates permeability is still unknown.
To regulate the permeability of a membrane is known as one of the fastest
ways to modify the membrane potential. By changing the permeability to
have the right membrane potential, the simple way is to variate b value of
the following equation according to Va, where b is the relative permeability
of Na* and K*, V, is the membrane potential, R is the gas constant (8.314
joules degree™ mole™), T is the absolute temperature, (K1, and [Nal, are
the potassium and sodium concentrations at ouiside of the membrane, [K):
and [Na], are the potassium and sodium concentrations inside of the
membrane.

RT TKJo+b{Nalo+ -
Va=2t2 S
PO TR BN+

Tﬁe membrane potential depends on the b, so long as the permeabilities of
other ions are negligibly small compare to that of potassium and sodium (or
the permeabilities of other ions are constant). |

That means b=f (1/V)+g (V) (for this simplified derivation, we neglect
the effect of time £, for more detail of the effect of £, please see Wei et a
1973y, for b is larger with smaller V, we then may have

b=f(1/V) =Kot KV + K V-2 4 Ko Vot

If we assume that coefficient K, K,,---and all higher terms of V are
hegligiblly small, we have f (1/V)=K,+K,V™!, this may explain the electrical
excitation process which increase the b by increasing the sodium permeability.
This simplified relationship may also explain the increase of potassium
permeability by hyperpolarizing the membrane >,

For a normal neuron or muscle
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R] [KJQ b[Na]a { e 3
= — c m——
14 in (K biNal T Since b(1,

V depends mostly on the correct potassium concentration. The (K], (Na), are
constant at most of the time (in extracellular medium with enormous volume
kept almost constant composition). Therefore, there must be a sensor for

the variation of potassium concentration inside the cell. Since V:Ifg; En%"—,
1

V:%z(ﬂnK,—EnK:), where R, T, F, K,, are all constants, we may know K,

from V. The simplest sensor for K, will be the same dipole sensor for the
V.

Now the question turn to “How a sodium concentration sensor can be
built?".

The simplest way is through a chemical equilibrium

a+Na*Zlalras a is the sensor.

If there is too much [aly. in the membrane, it indicates that Na* is too high.
If there is much a, it indicates that Na* is too low. The a may be related to
the active transport. In the later sections, a discussion concerned with this
problem will be offered.

Is the active transport system a Maxwell demon

It is known that active transport system can recognize, transfer and
move ions or molecules against their own chemical gradient. In the past, we
have the famous paradox, the Maxwell demon (e. g. Pierce, 1961) 2 that
challenged the basic law in thermodynamics. This demon can recognize N,
and O,to let them go in and out of a cell, therefore, the demon seems to
have an infinite power to reduce entropy without consuming any energy.
Now similar question may be asked, i.e., is the active transport system a
Maxwell demon? Has it the ability to recognize the K* ion and Naz* ion so
that it will allow Na* to go out of the cell,and let the K* go into the cell?

In muscle cell and neuron, it is believed that ATP is used to pump
sodium ions out of the cell and potassium ions into the cell. However the
energy come from splitting the ATP molecule is limited. How the active
transport system gain the power to move ions against their chemical gradient?
Is there a limitation on the active transport pump? Where does the limitation
come? By answering these questions, we will be able to establish some basic
principleg of active transport system.
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The pradox of Maxwell demon can be solved by information theory "
av | Information is equivalent to entropy, if the demon wants to know which
molecule is which, he has to do something (for example, to use light or to
use a spring) to gain this information, this information gathering process
will increase the entropy or supply energy to the system, therefore at the
time when the demon knows that it is a nitrogen molecule, there is already
an energy supply or an entropy increase.

Now we have a similar situation, how does the active transport sysfem
know that it is a potassium jon or a sodium ion, where is this information
from? How the information is gained? An ion or molecule moves against its
chemical gradient and the entropy is reduced, there must be an energy
supply. Thermodynamics required that the reduced entropy multiplies
temperature be smaller than or equal to the energy supply.

In last section we have propsed a simple sensor for sodium ion, a simlar
sensor may be built for any lon or molecules, a sensor must be specific for
one ion (or molecule) to be a part of the active transport system. The
simplest way to built a sensor is through a chemical reaction and the most
economic way will be that the sensor itself is also the carrier.¢®

The chemical reaction

K,
S+ Iz2(S]); happens at the low concentration side of the membrane

§: the sensor or the carrier, I: any specific ion or molecule

[ S will diffuse down the concentration gradient, at the same time it
carries the 7 uphill. S has high affinity for [ at the low concentration side.
Before it diffuse across the membrane, it must reduce its affinity to I to
release the I at the high concentration side. After the S cross the membrane,
‘the conformation of S has shifted to S' which has no specific perference to
any ion or molecule. Here the information is lost, this is necessary for energy
conservation. Then S’ +I5i S, 1, K)pK.. Then by supplying some energy, S’

K,
is converted to S again. This reaction will complete the whole cycle. For S

and [S]; te diffuse across the membrane, there needs no energy. because
there is a coneentration gradient. To change its conformation from S’ to S,
the carrier changes its conformation from having an non-specific binding
site (low affinity fo I) to a highly specific binding site (high affinity for I).
This procedure is equivalent to an information gathering process, because
the S will, therefore, regain -the ability to recognize the I ion. This is the
entropy reducing process, this will also be the energy consuming process. The
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limitation of the uphill transportatlon is determined by the affinity ratlo,
K" The supplled energy is used to convert the conformation from S’ to S,
A

the hlgher is the affinity of S to I, the larger is the energy consumed (Wang
& Wang) ©2*,

The sodium and potassium exchange pump

Now, based on what has been discussed in last paragraph, we will study
a coupled active transport, the K* and Na* exchange system in neuron and
muscle cell. -

Suppose the carrier E; that has high affinity for potassium ion exists at
outside of the cell membrane. The following reaction will happen.

X is a natural number and X=2 is

E+XK+—[E
* LE]x suggested by most investigators

After [E]. is diffused across the membrane, [E]s.—E’+XK*, it is changed
to a conformation of E’ with low affinity for potassium and high affinity
for sodium and release the XK*, then E'+Y Na*—E’]r, after it is moved
back to the other side of the membrane,

Y is another natural number and”Y=3

[EY ]’ya——»E+'Y Na*
is suggested by most investigators

Then the £ will bind XK*" the whole cycle is started again.
Now, the question is, where the information is gained? Both the steps

E—E' and E'—E

can.be looked as an information gaining and losing process. We may treat this
question by assuming a third conformation £E,, which has no general
preference. Then both E,—E’ and E,—E can be looked as an information
gaining process, E'—FE can be subdivided into

E'—E,—F

From E’—E, we lose some information, this is something necessary to
compliete the cycle and by this way the energy is balanced. All information-
gainihg steps need energy supply, therefore from E’'—FE and E—E' may need
energy supply. The energy is supplied by the form of ATP. The ATP may
medify the E’ to change it’s conformation to E, by phosphorylate the E’, by
ATP binding or-by the energy supplied from the ATP splitting (for more
details of these possibilities, please see (Garrahan & Glynn, 1967) “®'. Then
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from E’'—E the effect of ATP is removed. No matter which way is followed,
we may simplify these as two steps (1) ATP joins the reaction, (2) removal

of the effect from- ATP, we may also simplify this as the release of Z.
The whole scheme may be simplified as shown in Fig. 1.

or in a kinetic form as shown in Fig. 2.

C
\‘E ovtaide

Fig. 1. Ashematicdrawing of the active transport system. 4 is the E binding
site that exists at the ontside membrane. At the 4 site, the Na* is
released and K* is binded to E. 4 is the E’ binding site that exists
at the inside membrane. At A site, K* is released and Na* is binded
to E/ The ATP binding and Z releasing both may be happened at
or near the Asite.

lh“'

/"\
\

:}/{ﬂx‘

x*
g 2

Fig. 2. A kinetic drawing of the Fig..1. It is a cyclic reaction similar:to an
engine or a pump. The fuel is the ATP.
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The direction of this pump may depend on the free energy (Garrahan &
Glynn, 1967) *® (The detail of the energy balance and its relation to the
direction of pump are discussed eleswhere (Wang & Wang))"». In this
scheme, there are eight steps to complete a cycle: (1). [Ely. releases Na*,(2).
E binds K* to form [Elz,, (3). [E]x, diffuses across the membrane, (4). ATP
binds [Elx, and shifts the conformation to [E’]x:, (5). [E’]z. releases K*,
(6). E’ binds Na* to form [E']y.,, (7). [E’'ly. releases Z to shift the
conformation to [Ely., (8). [Elr. diffuses across the membrane. Step (1), (5)
(7) are spontaneous reactions, it should not take any time. Both steps (3) and
(8) are the diffusion process which happened in a hundred A° thick
membrane, both processes will depend on the concentration gradients of
LE’]ve and [Elx, that means the speed of these two steps depends on the
speed of the step (2) and (6) (Wang & Wang)“®, If the amount of ATP is
adequate, step (4) should not be a variable and will not control the rate.
Now there are two steps left

E'+Na—[E'Isa at the inside of the membrane

E+K*—[Elx at the outside of the membrane
Since the ionic condition of the extracellular medium is constant, it is
reasonable to guess that only the reaction £’ +Na*—[E’ 1y, is the rate-limiting
step and indeed this is the case. Skou (1975)“* found that the apparent
affinity for potassium relative to sodium at outside membrane is several
hundred to one, while the apparent affinity for sodium at inside of the
membrane is only several times that of potassium. Although the apparent
affinity found by Skou may involve some non-specific binding that will reduce
the ratio of binding, it does show that the ratio at the outside of the
membrane is much higher than the ratio at the inside of the membrane. This
indicates that the reaction rate of E+K*—[Elx at the outside of the
membrane will be much faster than the reaction E’+Na*—{E’]y. at the
inside of the membrane. This will leave the rate limiting step of the cycle
to the E’+Na*—[E’]yv. and the speed of the pump v=K[E'lx, K is a
constant. For adequate supply of ATP, concentration of E’ is constant we
have vec{[{ Na*},—[Na*].},[ Na*]. is a constant, when [Na*]; is below [Na*],
the pump will be stopped.

This is exactly the experimental result of Thomas. (1972%.)

Can a normal cell be in true steady state
The permeability is a passive transport which reduced the jgnic

— 83 —



Wei-Kung Wang Yuh-Ying L. Wang

concentration gradient, while the active transport increases the ionic
concentration gradient. In the traditional derivation, most of the authors used
the steady state % ¢& an 2L @ 9 Ip other word, they assumed the paésive
transpoft is completely compensated by active transport. In a dynamic
equilibrium state, the cell membrane potential and the ionic concentration
are not a function of time in a macroscopic sense.

Let us concentrate on Ng* and K* ions, most of the data indicate that
the transportation of Ng* and K* are directly coupled, when the Y ions of
Na* moved out of the cell, there are XK* ions move into the cell. For muscle
cells, most of the investigators suggests that two K* ions move in, there are
alway three Na* moviag out. For a muscle at rest the membrane potential is
inside negative. Because tae potassium permeability is the highest, the K*
ion is therefore leaking out constantly at a higher rate. To compensate the
K+ loss, the active transport system must pump in more K*, but at the same
time, it must extrude even more sodium ions, because every two A+ are moved
in, three Na* are moved out. Therefore if the K* is in a dynamic equilibrium
state, the Na* inside the cell will continuously decrease. In otherword, the
cell can not be in a steady state with respect to both potassium and sodium
jons. If there is no external distrubance such as the end plate potential or
the miniature end plate potential, the cell membrane potential should not
be a constant. It should decrease with time, because the Na* inside the cell
become smaller and smaller. Though the permeability of Na* is much smaller,
it still should reduce the membrane potential and it may also increase the
amplitude of the m. e. p. p. (Lomo & Rosenthal, 1972) @87,

This non-steady state may make the muscle depends on the e. p. p. and
m. e. p. p., to maintain the normal membrane potential as well as the ionic
condition which may then determine the condition of the muscle. This may
be the cause for the hypersensitivity of. denervated muscle and the muscle
with Ach receptor blocked by some drugs ¢® ¢ 20, '
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Abstract

Dorsal root ganglia of 14 day’s chick were incubated in Mccoy 5A
medium with (6—%C) glucose, usually it takes more than 18 hr for MCO:
to reach maximum. The pre-incubation will greatly reduce the time needed
for WCO, to reach maximum, For 17 hours of pre-incubation, Uy reach
maximum in less than 4 hours of incubation. The lakbelled Fructose 16
diphosphate is found to be about G.2# mole/g tissue. Thesge results indicate
that the C—6 of glucose may go through this F-16 dip recol in  pentose
cycle several times before being liberated as COu

1. Introduction

The glucose is the most essential substract for nervous system, it has
gong been an important research subject. However, it is still not clear how
tlucose is used in a system. From the enzymatic study, we understand that
lhere are three different pathways to metabolize glucose, the glycolysis,
citric acid cycle and hexose monophosphaté shunt, in a animal. Usually we
use the amount of lactate production as the indicator of the activity .of
glycolysis, and use the ratio CO,(C-1) 44 distinguish the activity of citric

CO,(C—6)
acid cycle and hexose monophosphate shunt. The difficulty of such a assump-

ggzgg:gg must be a congtant to make the traditional

tion is that, the ratio

theory applicable.

Recently, we use a specially designed respirometer to measure the CO:
output at different time ‘" and find that the CO, output is a variable that
depends on how long the sample is been incubated, if we pre-incubate the
sample, the time course of CO, output is significantly changed.

2. Material and Method

Fertile eggs were obtained from near-by farm, a few eggs is put into

* Work Supported by Nationdl Science (founcil. Rep. of China
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the incubator every day. Age was defined as the number of days of
incubation at 37°C, usually it takes 21 days for an egg to hatch. The weight
of embryo is also checked as an additional control of stage.‘® For all healthy
embryo the developmental stage according to weight are very close to the
incubation time. _

Ringer’s solution was prepared with 8.39 g of Nacl, 0.44 g of kcl and and
1.26 ml of 2 molor CaCl, mode up to 1 litter with distilled water. Mccoy’s 5A
modified medium and antibiotic-antimyotic solution (100 x; 10,000 unit/ml
penicillin, 10,000 mcg/ml streptomycin and 25 mcg/ml fungizone) were obtained
from Grand Island Biological Company Grand Island, N. Y., Labelled glucose
was obtained from New England Nuclear, Boston Massachusetts. The dorsal
root ganglia 25-29 was removed from the spinal column in a small petric
dish. After the ganglia were picked out, the surrounding membrane and
associated sciatic nerve were cut as close to the ganglion as possible, the
whole process takes about 20-30 min in cold ringer’s solution.

The prepared ganglia were pre-incubated for 6-24 hrs in 100-300 ul bath
medium. The volumn was chosen according to the period of pre-incubation
to keep the depletion of the glucose less than 10%. The 95% 0.—5% CO, gas
were flow over the bath medium as was done during the incubation. Afte’
the preincubation, the ganglia were fastly transferred to another incubation
chamble that contain 50-100 ul medium with “C-labelled glucose. Instruments
were arranged as shown in Fig. 1. The time constant for CO, measurement .
in this arrangement is less than 10 minites. The carrier gas 95% 0.—5% CO,
were flow over a large volumn (100ul-800ul) of bath medium before being

Pressure
Stabitizer

!

Ttiermostated
l Enclosure
. Counter

Gas Sample
Cell

Dehumiditier

Fig. 1. The respirometer used to measure *CO: output continuously.,
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rassed over the incubation solution. The flow rate of the carrier gas was set
to about 1 ml/min, labelled CO, was counted with low background « and B
counting system supplied by Canberra Industries, Meriden Connecticut.

The phosphorylated compounds are separated by a procedure modified
from Gerlach (1955).® The ganglia after incuhation is first extracted with
102 trichloroacetic z2cid. The mixture is centrifuged and 25% barium acetate
is added to the supernatant. This bariums acetate precipitate is washed with
25% barium acetate several times before N formic acid is added to extract
the soluble fraction which contain 2 and 3 phosphoglyceric acid and hexose
1.6 diphosphate. The soluble fraction is therefore counted with packard liquid
scintillation counter model 3375. Each liter of scintillation fluid is consist of
Toluene 667 ml, Trition x-100 333 m! PPO 55 gm POPOP 0.07 gm.

3. Result:

Figure 2 are the summary of the experimental result. The “CO, output

X <=  Preincubdated in 200 42 17hrs,
* — No preinsubation.
CPM:
A —  Pre.incubatx in 10.ud Shrs,
o —=  Fra-incubated in 10 #1, Ghrs.
800
.
+* + - ® °
- *
* * 000 0©® @
600 0 ®
A ]
* a n O 0 < o bd o ®
N} ) . . ® -
w5 fo o0, 00 °t e
(o] -] 1] L] © N :
400 Yoo o "% .
a -
» - @ L .
a
W O °
a -
200 o @
- «
= Q
3
" [+
2 4 6 3 10 i2 i i3 18 e of incubation

Time course of CO: output from 14 day's dorsal root ganglia
(25-29). The importance of this result is that after pre-incubation
the liberation of “CO: for 6—C of glucose is significantly faster.

=
e
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14 day’s ganglia incubated in medium with (6-"C)glucose continuously
increase for about 18 hrs of incubation and the largest amount is very close
to that from (1-“C) glucose, this result is very confusing, because the
tranditional model of using the ratio —gggg'"ég - can not be applied. The
CO, from C-6 of glucose is a function of 2time.

If we pre-incubate the sample is medium without labelled glucose for
several hours than transfer it into medium with (6-**C)glucose, the time
need for “CO. output to reach maximum in greatly reduced. For 6-hours of
pre~-incubation, the CO. output reach maximum in about 10 hours of
incubation; for 17 hours of pre-incubation, the CO, output reach maximum in
about 4 hours of incubation.

For ganglia around 10 day’s of age, the pre-incubation does not have
significant effect on the #CO, output.‘® The C-labelled fraction I of the
phosphorylated compound which contains mainly the #C-labelled fructose 1.6
diphosphate is found to ke about 0.2z mole/g tissue for long time incubation
(4CO, output reach maximum) and less than 0.1z mole/g tissue for short
time incubation (4-6 hrs).

4. Discussion

The slow increase of #CO, from (6-*C) glucose was interpreted by
two possible reasons.” (1) There is a large pool in pentose cycle, the carbon
atom pass through this pool will have a very large time constant. Therefore,
the “CO, output takes a long time to reach the maximum. (2) The activity
of the some pathway is slowly activated. At the beginning of the incubation,
there are several transitions, from low temperature to warm temperature,
from ringer’s solution to McCoy’s medium, and from in vive to in vitro. The
cells can not adjust to the suddenly changed environment, therefore, some
metabolic pathways may be slow down or even stopped. It may takes a long
time before they may be activated again.

The first possibility has been thoroughly discussed. Here, a more detailea
discussion is given to the second possibility. During dissection, the ganglia is
in cold ringer’s solution for about 20-30 minutes, then the ganglia is transferred
to warm McCoy’s medium. There are several factors may effect the metabolic
pathway.

(a) Temperature: The low temperature will reduce the metabolic rate.

The slow down effect may be different .for different pathway, and
somae metabolic pathway may even be shut down. When the cell is
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warmed up again, it may take a long time for it to recover.

(b) Substract: The ringer’s solution is only a salt balanced solution, the
leak of nutrient may shift the metabolism of the cell into a new
direction. The stop of blood supply may also reduce the oxygen
partial pressure which will also have significant effect on the
metaholic pathway.

(¢) Hormone or Hormone-like substances: In ringer’s solution some
hormone, or hormone-like substance (Insulin, Thyroxin; etc.) may be
washed away, and the cells respond to these with an altered metabolic
pathway.

From the result of pre-incubation, we see that, after a long time pre-
incubation, the time need for “CQO, from (6-*C)glucose to reach maximum
is greatly reduced. This means that the process of dissection do have great
effect on the slowly increased fraction of “CO, However, after even 17 hr
of pre-incubation the (O, still takes about 4 hours to reach maximum.
This indicate the possibilities (1) do play some roll in the slow increasing
of CQO; output.

The pool size of labelled fructore 1.6 diphosphate from (6--C) glucose is
found to be atout 0.2y mole/g tissue. If the C-6 of glucose but not C—1 or
C—2 has to go through this extra pcol for several times before it may be
liberated as CO, from pentose cycle, it may still takes a few hours to reach
maximum. To check for this, it is better to use (4—"*C)glucose or (6—"*(C)glucose
to study the “CO, output time course and compare it to (3—C)glucose
or (2—1(C)glucose in some carefully pre-incubated ganglia and to do some
careful study comparing the labelled F. 1.6 dip. at different incubation
time with different labelled glucose. We will then be able to give definite
prove that the slowly increasing fraction is from the recycling of carbon in
pentose cycle, although we may not be able to exclude the possibility that
the slow increase of MCO. from (6—“C)glucose is activated by the artificial
incubation medium due to prolonged incubation.
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Abstraet

. A charge separation and subsequent charge spreading model is used to
explain the generating mechanism of early receptor potential. The charge
separation is produced during the breaking of the S-H bonds and sebgsequent
'chromophore isomerization that change it configuration from a resonanced
11-cis retinal with the order of double bond and single bond interchanged
to a 11-trans configuration. The relation between the chemical transition
and the correspondent electrical signal are thoroughly discussed,

Introduction

The rhodopsin of vertebrate shares a common chemistry, After the
trigger of a photon, rhodopsin goes through a few intermediates before it is
decomposed into retinal and opsin‘”* The intermediates of bleach are
determined from the change of 1 max. During the rhodopsin goes through
these intermediates, the electrical events——the early receptor potentials cau
also be measured.®

Recently, I have discussed both the structure of the these bleaching
intermediates‘a’ and the generating mechanism of the early receptor
potentials. > In the present paper, a relationship between the chemical
process and the electrical events is given. From these relationships, we may
understand the process of the visual excitation.

The early receptor potential

The property of early receptor potential is most thoroughly reviewed by
Cone (1969). In addition to the R, and R: responses, there are R,, Rz and
Ro and it is supposed that each corresponds to its own chemical transition.

It is known that the outer segment is composed of double membrane
disks (Fig.la). We may assume it is a short cylinder of cytoplasm that is a
good conductor (Fig. 1c), the upper and lower side of the cylinder are covered
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(Fig.1.)

-~ Fig. 1(a) (a’)Sketch of the outer segment. ) .
(b) and (b") Enlargement of a short piece of the outer Segment, ¥m=y
and R=100A°. '
(¢) and (¢’) Unit outer segment

with a"ddﬁble—fnembrane insulator. A cylinder of this structure is repeated
several thousand times in the outer segment of Cone and Rod, and we will
call such a cylinder “The unit outer segment”. The height of the unit outer
’ségn'lenf is about a hundred A°, the radius of the cylinder is of the order of
4, (Nilson, 1965;¢ Cohen, 1968). |

" The éarly receptor potential is suggested to be from charges released or
absorbed from the rhodopsin and the double membrane disk.

The photon excitation causes a sudden introduction of charge g into the
unit outer segment, it may be approximated as a charge ¢ in the center of a
cylindrical conductor. There will be some induced charges on the membrane’
according to the method of image, the charge qm:—q-—z?wi’:‘— will be induced
pn' each side, & is the dielectric constant of the cyztopllasm and e, is the
'dielectric constant of the membrane. The total effective charge is ¢’, ¢'==¢

T p2ge=(1-2-2"5% Yg=ag,
. 82+€1

-
-

— 94 — L



Rhodopsin and the Early Receptor Potential

the electric field E at r for »>»¢ will be

—_ -

E=(q'/2nr¥le)r, (1)
the voltage between point , and 7, is

Via={(g"/228e") In (r4/7) | @
the current density J is given by

— =

J=kE (3)
where £ is the conductivity of the cytoplasm. ' |

. dq —> -— _ e d ) o

“The current will be I——~—-—-Ef—= J e 2nrl=kE 2nri (4)

substituting eq. (1) into eq. (4), we get a
— e d dq ;

2arbk « (q' /2nribe)r =—~?; and ¢’/ =agq

g=gqo expl(—ak/e)t] ' (5
Substituting eq. (5) into eq. (2), we have ' -

Vin=aq, expl (—ak/e)t]/2zrle, In(ra/ry) (6)

Thais process does not depends on the diffusion- process of the ions,
however it does depend on the how fast the 'charge is introduced into the
cytoplasm and the dielectric constant, conductivity of the cytoplasm. A
calculation’ has shown that the rotation of 1l-cis—all-trans retinal needs at-
least 10~* sec. While in the most recent measurement, R, appears less than
108 sec after the light flash. _

The other possible mechanism to produce electric events is ion absorption
and subsequent ion migration, this produce a diffused electrical double layers
For the production of R, as well as R,,Rs and R, we see that hydrogen i0n-
is probably the most important ions that is absorpted and migrate. @

The migration of hydrogen ions follow the eqn.

don _ D % _e%n 4m
af A “ox* KT e

(on—pon) ] (6)

px hydrogen ion concentration.
par: hydrogen ion concentration before photo-excitation.

k: Boltzman constant. T: absolute temperature. :  cdielectric constant
The boundary conditions are ’ ’ .
PA(O, x)=0 at x<¢, P&O, x)=Poh at x> B ]
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where ¢ is the initial thickness of the double layers and

0r(00,%) =pon exp LeV exp(—Kx/kT)]
K= (4ne?/ckT) 2 00 21"

we may approximate both cases by the folloWing equivalent circuits

Equivalent Circuit

It has been shown that the plasma membrane acts as a high capacitance
element.™ Let the capacitance be Cn, the total charge on it is QRn=CxVa No
matter what is between the outer segment and the outside world, we may
assume it is equivalent to a resistance R.. We have

d ~ d ~]=
——at—(Cme) ='—dt—(QM) =I— V‘/R‘

where V, is the potential measured extra-cellularly. The equivalent circuit
for the R1 is shown in fig. 2a.

d q b c
——~w3vw-[—||-1—mlm——|—-|1|..
i Cm L]
-

Light trigged”
LY

——'-lcld—-vwwg:wlv—lcl—'l—\mlmwv——]—lll-
m
Light trigger ;’l:

)

(Fig. 2.)

Fig. 2 Equivalent circuit: Cs is the capacitance of diffused double layer of charges,
R, is the resistance inside the cytoplasma mémbrane, R. is the equivalent
resistance of the diffused double layer and the Ca is the capacitance of
the cyoplasma membrane, R. is the resistance outside the cytoplasma
membrane. The light excitation triggers the circuit, the voltage ¢ of the
battery is porportional to the number of absorbed photons.
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A diffused double layer has an equivalent capacitance C,, ®

(ZeA/RT) cosh(Zel/2kRT).

d _
”"E;(QB) ]
For low ionic concentration and small &, C, will be a few uf/cm? Therefore

the equivalent circuit for the R2 is in fig. 2b.
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The potential Vas, Ve and V..c are of the same polarity but of dlfferent
magmtudes When the reference electrode is far away, an electrode near d
gives an intraceflular E. R. P, and an electrode near ¢ and b, gives an
extracellular E.R.P. and we have

—d‘%(E.R.R).-,,,F (CaR)HERPueira

The point & can be far away from the retinal previdiﬁg that  the _reference
electrode at point ¢ is well grounded. , -

Relatmn between bleaching intermediates
and early receptor potential

The structure of the bleachmg intermediates is suggested by Wang @,
here a summary is gives in Fig. IIL

From this figure, it is easy to see that, from rhodopsm to lumi, a positive
charge is introduced into the cytoplasm. This is most probably correspond to
R,. The S~ picks up hydrogen ion during the transition to 1urr11 and meta
I, the corresponding electrical signal will be. R; The para-rhodopsin is
‘supposed to have g_etlnal bind to a lipid- or another.amino acid of opsin with
a SChlff base linkage,® therefore the’ electrical sxgnal of transition from
meta II—*paraﬂ-rhodopsm should be snmlar to the reversed signal of meta
31gnal. as was measured by Cone.‘® While the e1ectr1cal signal (R:) of the
trarisi‘tion from para-rhodopsin to retinal and opsin should be similar to that
of meta I—meta [I(R,), a negative one.

Thus we see that the proposed bleaching intermediates W111 not only fit
the -chemical propertles_ of the photo-excitation process,® but also give the
correct electrical signal that corresponds to each transition. '
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The Time Arrow and the Problem of
Macroscopic Irreversibility*

Ta-You Wu

Department of Physics, State University of New York at Buffalo. U.S. 4.

Abstract

The present article is a brief review, from the view point of a physicist,
of the many aspects of the problems connected with the time, the time
arrow, the feversibility of basic laws in microscopic physics, the irreversi-
bility of macroscopic phenomena and the relation between the last two
groups of phenomena and their theories. It is pointed out that according
to the operational definition of time and the principle of relativity, for
events that are not causally related, there is no absolute or universal time
arrow; each individual inertial frame has its own time sequence of events.
It is also pointed out that there is no fundamental contradiction between
the reversibility of basic laws of microscopic physics and the irreversibility
of macroscopic systems, the latter being of probabilistic, or statistical,
origin. There are many ways to build irreversible theories on the basic of
reversible on2s by a mathematical device or a probabilistic assumption, but
in each case, there is a crucial step that must be clearly recognized.

*This paper has been appeared in Memorial Volume to President Chian2 Kai-Shek,Academia
Sinica, Taipei, Taiwan, ROC, April 1976.
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A Nanosecond Associated Particles Time of Flight

System for Studying Fast Neutron Scattering*

W. N. Wang, W. S. Hou, B. Chen and L. P. Liang

Institute of Physics, Academia Sinica and Nationel Tsing Hua University, Taiwan, ROC

Abstract

A nanosecond associated particles time of flight system is set up in
connection with the 141 MeV neutron generator. The details of the neutron
target and shielding assembly, the associated « particle detector and the
electronics for the detecting system are described. Characteristic time
resolution, detection efficiency and background are presented. The capabil-
ities of the system is shown.

* Work supported partially by Physics Research Center.

This paper has been appeared in Memorial Volume to President Chiang Kai-Shek, Academia
Sinica, Taipei, Taiwan, ROC, April 1576,

Study of Energy Levels of "In from the
Beta Decay of *'Cd*

"E. K. Lin, W. N. Wang & C. Chou

Acedemia Sinice and Tsing Hua University, Taiwan, Republic of China

Abstract

Thermal neutron capture gamma rays from “8Cd have been measured
by using a 43 c¢m?® Ge(Li) detector and a Nal(T{) scintillator. From single
gamma-ray and gamma-gamma coincidence measurement, a total of 4T
gamma rays has been identified belonging to the energy levels in "in-
populated in the beta decay of WCd from thermal ncutron capture in SCd..
A detailed decay scheme of 'In was constructed, The results are compared
with the work by Pandharipande et al

* This paper has been appeared in Memorial Volume to President Chiang [iaiQSlle.k, Academia
Sinica, Taipei, Taiwan, ROC, April 1976.
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Electronic Conductivity and Percolation

Theory in Aggregated Films*

N. T. Liang

Institute of Physics, Academia Sinica
Nankang, Taipei, Republic of China

and -
Yueh Shan and Shou-yih Wang

Department of Physics
Natienal Tsing Hua University
Hsinchw, Taiwan, Republic of China

Abstract

The resistivity of an ultra thin bisinuth film has been observed and
analyzed according to a 2 dimensional continuum parcelation model. This
novel approach has produced interesting results such as critical area
fraction x.=0.67, critical exponent a=1.15 and other features consxstent
with the 2 dimensional continuum model of percolation.

* Work supported by the Mational Science Ccuncil of the Rzpublic of China.
This paper has been appearad in Physical Review Lettsrs, Vol. 37, No. 9, p. 526, 30 August 1976.

Even-Parity Energy Levels of Singly Ionized

Magnesium Donors in Silicon™

L. T. Ho

Inmsitute of Physics, Academia Sinica, Taiwan, ROC

Abstract

Three absorption lines obscrved at 238,66, 239.60 and 241.26 meV in the
excitation spectrum of singly ionized magnesium donor impurities in silicon
are suggested to belong to the Is(E), 3Is(A) and 3d, energy levels,
respectively. Observed photoexcitation to these even-parity levels in
violation of electric-dipole transition selection rule is attributed to effects
of polarization of the donor by other defects and to breakdown of the
effective-mass approxXimation,

* Work supported in part by the National Science Council, Republic of China.
This paper has bzen appeared in Memorial -Volume to President Chiang Kai-Shek, Academ:a
Sinica, Taipei, Taiwan, ROC, April 1976.
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Experimental Methods of Ionizing Impurity

Atoms in Semiconductors*
By

L. T. Ho

Abatract

v In order to study the behavior of ionized impurity states in semicond-
uctors, it is found that the impurity atoms can be ijonized by thermally
ionizing neutral atoms, by compensating with other impurities, or by
electron irradiation. These experimental methods of producing ionized
impurities are discussed and compared using the case of magnesium
impurity in silicon as an example.

* Work supported in part by the National Science Council, ROC. This paper has been published
in Soochow Journal of Mathematical & Natural Sciences, Vol. 1, Dec. 1975,

Time-Dependent Effect of Donor Lines in Silicon*

L. T. Ho

Institute of Physics, Academia Sinica
Abstract

The photoexcitation spectrum of neutral magnesium donors in silicon
is studied. The intensity of the excitation lines is observed to decrease
with time. The positions of the excitation lines, however, remain to be the
same indicating that the time has no effect on the ground state. The
absorption coefficient of the excitation lines is found to depend on the
sample age following the relation a (t) =a,e "%, where t is in month.
This time dependence can be partially accounted for by precipitation of
magnesium at room temperature, Since the saraple contains large amount
of oxygen, a magnesium-oxygen interaction may also be one of the reasons

. for the time-dependent effect of neutral magnesium donor lines in silicon.

* This paper has been published in Proceedings of th2 National Sciedce Council, No. 9, part
1, may 1976
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Electrical Resistivity of Nickel-Rich
Nickel-Chromium Alloys Between 4 and 300K*

Y. D. Yao, Sigurds Arajs, and E. E. Anderson

Department of Physics, Clarkson Coliege of Technology, Potsdam, New York
{Received April 18, 1975)

Abstract

Electrical resistivity p of Ni-Cr alloys containing 5.5, 11.3, 157, 16.8,
194, 220, 246, and 27.0 at % Cr has been measured as a function of the
absolute temperature T between 4 and 300 K. The sample with the Cr
content of 22.0 at?% exhibits a small p minimum at about 10X, No minimum
has been observed in any other of the above samples, although an anomalous
T dependence has been found in alloys containing 15.7, 16.8, and 194 at% Cr.
The g minimum has been discussed from the viewpoint of the Béal-Monod
theory for the Kondo effect in concentrated systems and the mechanism by
Greig and Rowlands based on a 7T-dependent decrease of the impurity
electrical resistivity. It is concluded that the e minimum in the Ni-Cr

- gystem is still a phenomenon which is not well understood at the present
time.

* This paper has been published in Journal of Low Temperature Physics Vol, 21 p.369 (1975).

Magnetic Susceptibility of PdCe Alloys at Low Temperatures*

By
K. V. Rao, S. Arajs and Y. D. Yao
C.C. T, Potsdam, N. ¥. U.S. A

And
L. Hedman, Ch. Johannesson and H. U. Astrém

KTH, Stockholm, SWEDEN

Abstract

Magnetic susceptibility (X} has been measured as a function of
temperature (T) between 1.5 and 340K on Pd-Ce alleys containing 0.0, 0.4,
0.9 and 1.4 at% Ce. Clearly, additions of Ce considerably lower the X values
of Pd above 10K. Gur X results support the previous conclusions that Ce
enters a Pd matrix essentially as a non-magnetic 4* ion at least above 20K.
We find that X of Pd and Pd-Ce alloys can be described by the equation

X=A+C/T~§), where A, C and ¢ are constants and T is the absolute
temperature.

* This paper has been published in Proclq%&nf_‘; T14 Vol. 3 p. 398 (1975).
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Electrical Resistivity of Palladium-Silver
Alloys at High Temperatures**
‘ By e

Sigurds Arajs, K.V. Rao, Y.D. Yao*, and W. Teoh

Department of Physics
Clarkson College of Technology
Potsdam, New York 13676

Abstract

Electrical resistivity (¢) has been measured as a function of temperature
(T between 300 and 900K on Pd-Ag alloys containing 30.0, 34.8, 40.0, 44.3
and 499 at.% Ag. All the p vs. T curves are monotonic with respect to T.
We do not confirm the minimum at about 700K in the p vs. T curves
observed by Ahmad and Greig. We suggest that the anomalous behaviour
of p results from strain effects and thus is not an intrinsic property of the
Pd-Ag system.

* Present address: Institute of Physics, Academia Sinica
Nankang, Taipei, Taiwan 115
“The Republic of China

*s This paper has been accepted by Physical Review.

Electrical Resistivity of Aluminum-Boron
Composites Between 78K and 400K

D. Abukay, K. V. Rao and S. Arajs

Depariment of Physics
Clarkson Coliege of Technology
Potsdam, N.Y. 13676
U.-S.A

and

Y. D. Yao

Institute of Physics
Academia Sinica
Nankang, Taipei, Taiwan 115
Republic of China

Abstract

The electrical resistivity (@) of composites of commercial A{(6061)-B*
containing 60 volume % B fibers of diameter of 0.008 in., have been studied
as a function of temperature (7)) between 78 and 400K. The slope of ¢ vs
T curve is considerably large for the transverse (B fibers perpendicular to
the electric current) than for longitudinal case. The results will he
discussed from the viewpoint of existing theorics for electrical conduction
processes- in composite materials.

+ It will be sent to Journal of Composite Materials.
* Materials obtained from Commonwealth Scientific Corporation, Alexandria, Va., U.S.A.
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Nerve Excitations by the Coupling of the
| Dipoles and the Mémbrané Matrix* |

Chyuan-Yih Leet

Lepartment of Physics,
Tamkang College of Arts and Sciences,
Tamsuei, Taiwan, R.O.C.

o : Ch-uﬁ ‘Chiang-

Institute of Physics,
Academia Sinica, )
Nankqn_g, Taiwan, R.OC.

.ot - Abstract

..Based-on Wei's dipole flip-flop model and with the assumption that
the dipole is coupled to the membrane matrix, the cathode~-make-excitation.
the anode-break-excitation and the cathode-gap-excitation can be explained
in a systematic way. The strength-duration relations for these three
processes are derived. '

t Present address: Department of . Physics, University of Delaware; Newark, DE 19711, US.A,
* This paper has been appeared in Bull. Math. Biol. 38, 1676 - - e T

A Theory of Ambiguous Pattern Perception*
Chun Chiang

Institute of Physics
Academia Sinica
Nankang,Taipei, Taiwan
The Republic of China

Abstract

‘A theory of ambiguous pattern perception is formulated. This theory
proposes”a feature selector (fieid of attention) based on the time-sequential
discrete property of the attention, a short-term memory for storage of the
selected features, and a synthesizer (perception) to synthesize the con-
secuitvely stored features. Since the selected features keep comming in and
since the features can only be stored in the short-term memory for a short
period, the features which can be synthesized in the synthesizer vary with
time. When 2ll the essential features belonging to one pattern happen to be
in the synthesizer, the picture is perceived to be that pattern; when all
the essential features belonging to another pattern happen to be in the
synthesizer, then the picture is perceived to be the other pattern, Thus the
picture appears to oscillate between two patterns.

* This paper has been appeared in Bull. Math. Biol. 38, No. 5, 1976
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Science, Truth and the Absolute Value*

Wei-Kung Wang

Institute of Physics, Academia Sinica, Taiwan, ROC

Abstract

From the similarity in all sciences, we know that each branch of
science has its not compatible pair. In physics the momentum and position,
in mathematics consistancy and completeness, in philosophy reality and

Certainty, in political science the freedom and equality, are the not com-
patible pair. What the science can reach is to optimize the not compatible
pair. These best pairs do not uniquely exist, therefore the truth may not
uniquely exist. .

1f truth exist not uniquely, how do we define “value”, contribution”?
From the idea of entropy in thermodynamics, if we believe that human is
able to make a reasonable choice for himself, then to increase the option
is a great contribution to all mankind.

* Some of this work was presented in the 4th International Conference on the Unity of Science,
New York City, Nevember® 1975, :
This paper has been appeared in Memorial Volume to President Chiang Kai-Shek, Academia
Sinica, Taiwan, Taipei, ROC, April, 1976. x SR
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The Effects of Mountains on A Typhoon Vortex As
Identified By Laboratory Experiments

PART II. THREE-DIMENSIONAL BARRIERS
By
H. P. Pao, Robert R. Hwang and Jin Jso

Instifute of Physics
Academia Sinica
Nankang, Taipei, Taiwan

ABSTRACT

This paper continues the fcrmer. study or the experimental performed
series for investigating the interaction between the typhoon vortex and
Taiwan island. An essentially two-dimensional free vortex in an otherwise
uniform flow past a three-dimensional barrier is studied and three different
three-dimensional symmetrical models resembling the general shape of
Taiwan are used. Results show that the phenomena of blocking and
deflecting, and its moving path of the free vortex are similar for thesa
three barriers. -The vortex movement seems to be strongly dependent on
the appreoaching path way of the vortex relative to the barrier.
Comparisons are alsc made between the experimental resuits and field data.
It is found that the flow patterns and the moving paths of the free vortex
are reasonably similar to the actual track of typhoon vortex. This suggests
that the laboratery Modeling may be a reasonable tool to predict the
movement of typhoon vortex when it is in the vicinity of the island.

I. Introduction

In this study, we continue the experimental performation for inves-
tigating the interaction between the typhoon vortex and Taiwan island.
Three-dimensional symmetrical barriers resembling the general shape of
Taiwan island are used to replace the previous study of a two-dimensional
elliptical barrier. Owing to its strong two dimensional characters, the typhoon
was simulated as before by an essentially two-dimensional concentrated
vortex in a flume. Various cases for different shapes of barrier, approaching
paths of vortex, and angles of incidence were investigated. All these barriers
symmetric with respect to some plain are short and can be immersed in the
flume water. So not only the de-flecting but also the climbing phenomena of
the typhoon vortex can be observed in the laboratory
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typhoon vortex when interacting with the barriers, (b) the moving paths of
the typhoon vortex (¢) the sensivity of the typhoon vortex to the shapes of
the barriers, and (d) the influence of approaching paths and angles of
incidences of typhoon vortex on the interation. ,

After the comparison with the actual field data, we believe that for the
problems converned, the laboratory modeling is certainly a valuable research
tool, although the neglection of the latent heat and the Coriolis had set some
limits to it.

II. Experimental Set-up and Procedures

The experiments were carried out in {he same flume as mentioned in
the previous study. The two-dimensional concentrated vortex was effectively
created by suddenly moving an airfoil at an angle of attack. A vortex was
shed instantly off the trailing edge of the airfoil, while another vortex of
opposite sense was also shed as soon as the airfoil was brought from motion
to rest. In order to dislodge the opposite sense vortex, the airfoil was kept
moving for a considerable distance before it was brought gracdually to rest;
thus the second vortex was far apart from the first one and was also very
much weakened and diffused.

A Nikon F 2 camera of 50 mm lens with MD-2 motor drive was used to
record the development of the flow field. The flow was made visible bya
suspension of small (0.1~0.5 mm) Pliolite S-5 beads which was illuminated
by a horizontal sheath of light from two sides. Two light boxes were used
for illumination; each one has horizontal openings at three levels, two inches
apart, which permit observations of the flow pattern at any of these three le
vels. The Pliolite particles having a specific gravity of about 1.05, sinking
slowly in a uniform cloud. To give particle streaks of a convenient length,
and to show the flow pattern effectively, the shutter time was set at 1/4
sec. It was found that good quality streakline pictures can be obtained at.f.
1.4. with a film speed of ASA 400 (Kodak Tri x Pan).Since the MD-2 motor
drive was used, the firing speed controlled by the MD-2 motor was set as
one film per 1.3 sec constantly.

For facilitating the picture taken and visual observations a large mirror
was mounted on top of the flume, inclined at an angle of 45°. Therefore, the
camera set in front of the inclined mirror can see a top view of the flow
field in the mirror. A two-dimensional airfoil at an angle of attack of about
95° was set in a sudden motion, thus creating a concentrated vortex behind
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its trailing edge. The uniform flow in the flume acts as the steering flow for
the vortex. Top view pictures of different shapes of barriers, approaching
paths, and angles of incidence were then taken successively.

III. Experimental Results and Comparisions with Field Date

In this study, a series runs of experiments for different shapes, angles
of incidence and layers of light sheet were performed for the case of free
vortex interacted with three-dimensional barriers. The top-view pictures
shown in figures 1, 2and 3 are from the representative experiments for a free
vortex approaching and passing over barriers of elliptical cylinder, ellipsoid
and rhombus in the same height respectively. The free vortex approaches
the barrier at an angle of 45° to the major axis of the elliptical barrier and
90° for both ellipsoid and rhombus in the corresponding figures. When
meeting the barrier, t he vortex was blocked for some while with the velocity -
apparently decelerated, and then soon accelerated and passed over the barrier.
The time interval between successive pictures is 1.3 sec. From figures 1b-1c,
it can been seen that an eddy is being formed at the tip on the lee side of
the barrier when the vortex is in the vicinity of the barrier. However, the
eddy induced is relatively weak and of small strength as compared with the
former experiment. The induced eddy is significanf in the lower layer but
vague on the upper layer. It can be stated that for a two-dimensional vortex
associated with a three-dimensional barrier the induced eddy is three-~
dimensional. As the main vortex is passing over the barried, the induced
eddy is also drifting away from the barrier, but it is quickly overtaken by
the main vortex in the moving downstream. This can be noted from figures
le through lg and figures 2e to 2g clearly. The sequential location of the
center of the free vortex can be connected to get its moving path as shown
in figure 1h. It is noted that the main vortex, as mentioned in the previous
study, has the tendency to be veering to the right as it approaches a barrier.
This leads to the fact that the passing path is firstly deflected upward and
then downward as passing over the barrier. Several representative path lines
are also obtained and plotted as solid lines in figure 4 and figure 5 for both
of climbing and deflecting cases respectively. Eight climbing typhoon tracks
and six deflecting typhoon tracks are selected and plotted as dotted lines in
the same figure as the mountain barrier interacts the typhoon vortex. It is
seen that the agreément between the laboratory results and the field data is
very good for both casses. |
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Fig. 4. Comparison of eight typhoon tracks with the pathlines of a free vortex
obtained from the experiments for pass over case. The numbzr of each
typhoon track corresponds to the following typhoons: 1. Nadine, 27-28
July 1968. 2. Judy, 30-31 May 1966. 3. June 57 Aug. 1961. 4 Amy, 3-6
Sept. 1962. 5. Winnie, 14-16 July 1978. 6. Freda, 14-17 Sept. 1956, 7. Agnes,
13-15 Aug. 1960. 8 Typhoon 691, 9-10 Sept. 1952, - -eo-- typhoon track;

experimental path line, - '

In comparison __ the results with different shapes of barriers, the
phenomena of blocking and deflecting, and its moving path as exemplified in
figure 6, are similar. Solid lines indicate the moving paths of vortex for
elliptical barrier, the dotted lines are for the shape of ellipsoid and the others
for rhombic barrier. The height of these barriers used in this study is the
same. This seems to indicate that the patfl of vortex is not sensitive to the

shapes of barriers which have the same height. But it must be noted Here

that all the barriers are three-dimensional and symetric with respect’ to
some plane axis. This, in fact, has defined the major behavior of the free

vortex when interacted with the barrier. So only to this extent, "we can’

state that the sensitivity to the shapes is not: high. Even so, from photos of

different shapes, we found that the local random degree of the vortex just
over the barrier has some relationship to the curvature of barrier surface: To-
those of larger curvature, the random degree of the -flow -pattern' seems”
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Fig. 5. Comparison of six typhoon tracks with the pathlines
of a free vortex obtained from the experiments for
deflection case. The number of each trphoon track
corresponds to the following typhoons: 1. Elsie, 15-17
Sept. 1986. 2. Thelma, 22-24 April 1956, 3. Kabe, 21-23
July 1962. 4. Wendy, 26-29 Sept. 1974. 5. Typhoon 084,
16-17 Aug. 1955 6. Trix, 7-8 Aug_.1960.

larger, Of course, it also depends on the strength of the free vortex.

From results of photos, the resemblence of behavior and the ‘moving
paths at different layers can be noticed except when the free vortex is just
over the barrier. Figure 7 shows the time development of the 1nduced eddy
at the tip on the lee side and the movement of the free vortex at the lower
layer for associated with an elhptlcal barrier. An eddy is being formzad at
the tip on the lee side as the main vortex is approaching the barrier. As the
vortex climbing over the barrier at the upper layer, the vortex is deflected
around the barrier at the lower layer. As the main vortex is passing around
the tip, the 1nduced eddy is also drifting away from the barrier for a while
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Fig. 6. Comparison of the pathlines of a free vortex obtained from the
experiments for the interaction with different barriers.
elliptical barrier; e elliposoid; rhombus.

-

and then quickly overtaken by the main vortex in the moving downstream.
As compared figure 7 with firures 2 and 3, it can be noted that the
significance of the induced eddy is strongly dependent on the surface con-
dition of barriers. For instance, elliptical and rhombic barriers have stronger
induced eddies on the lee side than ellipsoid can have. In this experiment, we
also tried to study the effect due to different paths. The relative position of
different paths as shown in figure 8 is always found to be kept in their
development.

IV. Concluding Remarks

In this laboratory study, the effect due to the Coriollis force, latent
heat, second flow and vertical structure of vortex as mentioned in the former
study are apparently neglected. The free vortex once created is assumed to
be a mature typhoon vortex that no further growth will happen along the
moving path, only subject to decaying. However, since the agreement between
field data and experimental results is good, we believe that, to the present
stage without concerning the maintenance and structure of a mature typhoon,
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Fig. 7. Photo at lower for the labor-
atory experiment of a free

Fig. 8. Free vortex passing an elliptical

vortex past an elliptical barrier at different locations.
barrier. Angle of approach «=135°, U=19
cm/sec.

and the precipitation distributin etc., all of these effects upon interaction
can be taken as of secondary importance.

In the case of deflected free vortex, the interacttion seems to be not too
sensitive to the vortex strength, while in its passing over, it is not so certain.
The induced eddy at the tip on the lee side of barrier is strongly affected
by the surface of the barrier. The eddy induced for a two-dimensional free
vortex interacted with a three-dimensional barrier is three-dimensional.
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Abstract

Effect of mountain barrier on the typhoon vortex is studied theoretically
in terms of the understanding of the dynamical events associated with its
blocking phenomena. Utilizing a numerical scheme, this paper studies the
flow patterns for various angles attack associated with a fixed concentrated
vortex in the presence of a two-dimensional barrier, Numerical model is
done on an initial-value problem based on the stream-function/verticity
formulation. The general behavior and the feature of flows when interacting
with the barrier have found to depend on angle attack, velocity of uniform
flow, the circulation and location of vortex. The agreement of flow patterns
between the laboratory experiment and the numerical solution is reasonable

I. INTRODUCTION

The importance of topographic effects on the atmospheric flow have led
to numerous studies and investigations by many scientists throughout the
world in recent vyears. It has been recognized that mountain ranges have
strong interaction with and influence over typhoons. The mountain effect
usually manifests itself in the form of floods 2nd disasters for certain areas,
In order to reduce human and economic losses resulting from typhoons, it
is important to understand the phenomena and mechanism of the blocking
effect when a typphoon vortex is in the vicinity of mountain barriers. But
the problem of studying the dynamics of a typhoon vortex in the presence of
barriers seems to have not been very well investigated. With the strong two
dimensional characters assured by its high rotational itensity, typhoon can
be treated as a quasi-two-dimensional rotationally constrained fluid and
considered as a two-dimensional concentrated vortex. This paper is then to
study the flow pattern of a uniform flow associated with a fixed vortex in
the presence of a barrier.

The literature on the flow past obstacles is extensive. The survey papers
by Morkovin (1964), Krzywoblocki (1966) and Berger & Wille (1972)should
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be mentioned. They studied the onset and the process of vortex shedding
behind bodies which are positioned symmetrically relative to the main flow.
Recently, Lugt & Haussling (1974) investigated theoretically the pfocess of
generation and shedding of the initial vortex for laminar incompressible fluid
flows past an abruptly started elliptic cylinder at 45° incidence for Reynolds
number from 30 to 300. However, the form and the onset of indtféed vortex
behind barriers in the combinations of uniform flow and a fixed vortex for
both symetric and asymetric flows are not well understood. In this paper
time-dependent laminar flow associated with a fixed vortex in the upstream
of a two-dimensional elliptical barrier for two cases of vortex located are
considered. A numerical finite-differce scheme for the stream~function/
vorticity formulation is used to study the dyhamic behavior of such flow
conditions. Comparisions of the flow patterns are also made between the
numerical solutions and the laboratory experiments.

II. THE FLOW PROBLEM

~ The developing flow due to a uniform flow associated with a fixed vortex
in the upstream of atwo-dimensional elliptical barrier inan

Case 1 Cose 2
Yy Y
l UO } Uo
1 r =3
ol O —
('] <
— N ol Y e memn il .
| — — — X I N W— X
l g |wi]
! |

Figure 1. Schematic diagram of flow problems.

open incompressible fluid is considered and shown in figure 1. Mathematically
an initial/boundar_y—value problem for the two-dimensional Navier-Stokes
equations with appropriate initial and boundary conditions, must be solved
to the flow problem. Thes equations are conveniently carried out in the.
dimensionless form. In order to non-dimensionalize the variables, we
introduce the characteristic length, time and velocity to be ¢, /I and I'/¢
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respectively, where £ is the length of the elliptical cylinder and I the
circulation of the fixed vortex. The dimensionless variables are then defined
as

w¥=u/(L/8), v*=v/(I'/L), x*=x/4, y*=y%/4
tR=t/(&/T"), $*=¢/T, Cx=C/ (/%) (1)

In terms of these and neglecting the asterisk symbol on the superscript of
variables, the equations of motion are formulated in forms of the dimensionless
stream function ¢ and £, the dimensionless vorticity component normal to
the x-y plane:

18 ol ac 1
at “ dax v 0y Re

Vig=2_ (3)

in which Re=I"/v=Reynolds numbper, v, the kinematic viscosity and ¥? denotes
the Laplace operator in x- and y~directions.

The contour of the barrier in this study 1is considered as an elliptical
cylinder with length of the major axis £.0n this surface, boundary conditions
are prescribed, according to the no-slip requirement, such that the velocity
vector is zero. The dimensionless velocity components « and v are related to
¢ by the equations

v (2)

“ ay, v Ax @

Thus, at the body surface the boundary conditions are

0 d ‘
u=—§-9$_=0, v=ﬂ——3%= (5)
While at the unbounded region, the flow field is assumed to be not influenced
by the interaction of the elliptical barriers, so the stream function ¢ and the
vorticity { remain invariant. The initial condition is obtained from the
statement that the impulsive start of the development of flow past an obstacle
can be treated as potential flow (see, for example, Batchelor 1967). The
initial stream function is, therefore set as

U

= (¥ cosa—x sina)—énr (6)

g=

where r=|(y/x*+y2—a)|, a« i the angle of incidence of uniform flow
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relative to the x-axis. and a, the location of the stationary vortex.
1II. NUMERICAL ANALYSIS

The infinite domain of integration in the x, y plane is replaced by a
finite network of points. The differential equations are replaced by difference
equations involving the values of the variables at these grid peints. The
computation domain is divided into 3131 square meshes with mesh size dXd,
where d=£{/m, m is the number of meshes occupied by the major axis of the
elliptical barrier. Grid cells are half size denser near the barrier and the
fixed vortex in order to resolve the higher vorticity and stream function
gradients. Equation(2) yields, when solved for &y, at the (n+1)th time step,
the system of finite difference equations

n+1—-c‘ j—At(ZUCi,j JFZVCt,J)"i" (C¢+1 j'*"C?_]_’!“'

R d3
C?,J+1+C?,J—1_4C?,j) o (7)

where the terms of ZUC and ZVC correspond to the convective terms a(ug)/
dx and 3(v{)/8y respectively in equation (2).

To preserve the stability of the numerical scheme in the calculation of
the convection terms &(u¢)/dx and §(v{)/dy for larger Reynolds number, the
non-linear space derivatives are approximated with special three point non-
central differences (Torrance & Rockett 1969). The special forms are

°<“C>u-zuc¢, — e Eln g, Mot e ) (82)

when the coefficients ‘12 (%141, 2t ) and —é (#640s+ %:-1,¢) are positive and

Q‘(@‘!J—ZUCHJ': 2 (ut-*hjz_‘— ui,i(:i-!-l:.f - y‘",j'j_’zﬁﬂgchl) (Sb)

when the coefficients are negative. When mean velocities -—;— (441, + %1,4) and

—é——(u;,,+u¢_1,,) are of different sign, a mixed expression is required which

contains one term from each of equations (8), as appropriate. A similar
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+ V1) and%——(v;.ﬁv‘,,_,). The velocity components #.,; and v;,5, using central

difference, are
u‘:!__(¢"f+1 Sb"}"‘l)! Ut‘,.f:";?l(gbi'l-ln' 1 ()DI-ID;) . (9)

Equation (3) is approximated by a five-point formula which yields for

‘;L'hf
o= %((ﬁum“i‘sbt—m-l—gbmn + iy i1 — dth,J'(. (10)

The system of algebraic equations(10) is solved by the method of sequential
relaxation with an over-relaxation factor, E=14. The iteration process is
halted after the kth iteratation if

[ V2t —C* | <e ' (1D
at each grid point, where ¢ is of order 1073 The number of iterations depends
on the nature of the flow field.

The wall vorticity is an extremely important evaluation. The vorticity
transport equation (2) for 3{/9¢ determines how ¢ is advected and diffused,
but the total { is conserved at interior points. At the body surface a one-
sided difference scheme must be used in order to calculate the vorticity &.
Using the Taylor series expansions with the no-slip conditions and regardless
of the wall orientation or boundary value of ¢, we can write the first-order
approximation as

£,= 21%1;@4.0(411) ' (12)

where 4k is the distance from (b+1) to (&), normal to the wall. For ¢, the
stream function around the elliptical barrier is determined from the average
of the initial values of ¢ evaluated from equation (6) on the grid points in
which the barrier is to be occupied. At the outer boundaries, the following
prescribing conditions as mentioned previously are specified as

8C/dx=0 (13a)
on vertical outer boundaries,

al/ay=0 e (13b)
on horizontal outerboundaries and
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ﬁgfu=0 on outer boundaries. (14)

The integration process is carried out in the following way. The flow is
considered to be started impulsively within an infinitesimal time interval
Thus at =0, the motion is assumed irrotational except at the center of the
vortex. The initial flow is then obtained from the calculation of ¢. and
.appropriate boundary conditions incorporated in solving the Laplace equation

v2¢=0. The vorticity {3} for the advanced time step n+1 is computed at the
interior 'pbints according’ to equation (7). ¢5hlis then calculated with the aid

of equation (10), The cycle concludes with the calculation of {3*' from

equation (12).

Computations were carried out in single precision on a CDC-CYBER-72
computer. The graphic display of streamlines was produced with a "CNTR 2
subroutine.

IV. RESULTS AND DISCUSSION

The flow problem of a uniform flow associated with a fixed vortex in
the upstream of a two-dimensional elliptical barrier has been studied
numerically. The numerical results show that both of the uniform flow and
the fixed vortex play important roles on the effect of flow features. The

Ul

dimensionless velocity of uniform flow, ik is incorporated with the

Reynolds number, r , to study the flow problem. As the wvalue of Ul is

v r
small (say, 0.5 for example), the combinated flow acts as a fixed vortex in

the interaction with a barrier. Otherwise (say, Q}ﬂ= 15 for example), the

steering flow plays an important role in studying the interaction
characteristics. Based on the position of fixed vortex and the angle of
incidence as sketched in figure 1, the results are presented as follows.

1. Case 1—fixed vortex located on x-axis.

To study the flow patterns associated with a fixed vortex in this

location, Reynolds number, ,,f_, in a range of 10% to 10* was investigated in a
o
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sequence calculations. For —l'_’,g-=0 and R,=100; the flow around the -elliptical

barrier due to the fixed vortex is weak. The result shows that the streamline
pattern has reached a almost steady state solution at 7—0.4864. The flow
pattern shown in figure 2 is quite similar to the case of Stokes.flow. Figure
3 is the flow pattern for K. increasing to 500. It can be seen that as the fluid

Sa o qrsd craal Tadd g

Fig. 2. Streamlines around the barrier in Fig. 3. Streamlines around the barrier
a fixed vortex flow for R.=100 in a fixed vortex flow for
at t=0.4864 (125sec). .=500 at t= 0.4864 (25sec).

flow of the fixed vortex becomes faster, it migrates the stagnation point of
the lower one from the midway toward the edge A of the barrier and the
flow has a tendency to be seperated at that tip. When the Reynolds number
is increased to 10¢, the fluid of the fixed vortex flow around the barrier
becomes fast and flow seperation occurs at both tips of the barrier. An
induced eddy is formed observably first at the edge B and grows with time.
As this eddy grows, it tends to shed away from the barrier. This can be seen
from figure 4. When the first eddy at edge B is shedding, a second eddy
is starting to form near the edge A. The eddy near the edge A has a
tendency to grow in size and to shed away from the tip. This fact was
confirmed in the experimental observation as shown in Fig. 5. When the
second eddy of edge A has been shed, the eddy near edge B has closed the
shedding and become full-grown, and tends to shed away again. This
completes a full cycle of which commences with the shedding of eddy from
the edge B and ends with the shedding of the next time at this same edge.
The alternate shedding process approaches a steady state at =6 and has a
125 —
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time interval of 1.5 between {wo successive cycles.
For the flow of%g’_@:m, 2—0° and R.—5x10% the flow pattern in the

interaction with a barrier is quite different from the flow described above.
Owing to the effect of steering flow, an induced eddy is formed firstly at
the edge A and grows with time. While the eddy is shedding, a second eddy
is starting to form near the edge B. At dimensionless time ¢=138, both of
eddies at edges A and B are shedding and growing in size. A sequence of
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(g (h) ey

Fig. 5. Sequences of streamlinc pictures showing the flow pattern of the
fixed vortex in the presence of an elliptical barrier. Experimental
conditions: {3=16.4 rad/sec; U=0; ro=17 cm; flow development at t.

(a) (b) (c) > (e) () (g) (h) ()
to+3sec to+5sec to+Tsec tot9sec totllsec to+13sec to-+15sec tot+17sec to-19sec
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streamlines for this flow condition can be seen in figure 6. In figure 7 the
sequence of streamlines is shown for the same flow conditions except angle
of incidec e a=30°.

| it ool pararios

] Fhnm aana] e ik s

4

!

) (e) )
Fig. 6. Sequence of streamlines for R.=5X10? Udl/"=15, a=0° at various
times. Potential flow at t=0
(a) (b) (c) (d) (e) (£
t 0.3 0.6 1.2 1.8 0.6 3.0

A e ae 170l T= e 1 e st cassl T=2 it - £Pmsifo ol T ddrg ) [

(a) ()
Fig. 7. Some patterns of streamlines R.=5X10%, Uf/I'=15, a=30" at
various times. Potential flow at t=0

(a) (b) (c)
0 0.45 0.9
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Fig, 8. Sequence of streamfines for R.=5x10?
Uol/Ir-05, a=0° fixed vortex located
at position 2 at various times.
Potential flow at t=0

(2 ) (c) ()
t 0 1.35 36 6.3
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(a) 4:)) (e

Aty ol Tavs /

Fig. 9. Sequence of streamlines for R.=2x 104,
Uog/Ir'=0.2, a=30°, fixed vortex located
at position 2 at various time. Prtential

flow at t==0
(a) (b (e (d)
t 1.8 315 6.3 9.0
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2. Case 2—fixed vortex located on position 2.

For flow of ulﬂ‘ﬂ’=0.5, a=0° and R.=5%10% since the steering flow Iis

comparatively small with respect to the vortex flow, the flow feature is
dominated by the effect of the fixed vortex. As shown infigure 8, an induced
eddy is formed at first near edge B and grows with time. A second eddy is
starting to form at tip A when the eddy of edge B is shedding. These two
eddies are growing in size in the transient phase. The alternate phenomena
of the formation and shedding of eddies at both tips is not observable in this

flow condition. Figure 9 shows the similar flow feature for the case of K.=

2x 104, mé-——O.Z and «¢=30°. These transient developments of flows can be

r
confirmed from the pictures of experimental performation shown in figure
10. Figure 11 shows the flow development for the case ofg}’;&=1.5, a=0° and

R.=5x%10% This flow feature is similar to the flow pattern as shown in
figure 6, an eddy is formed firstly at edge A. As the eddy is shedding a

(ad {(b) (c)

Fig. 10. Sequence of streamline pictures of
laboratory experiment, Same experi
mental conditions as Tig. 5 except
fixed vortex located at position 2.

(a) (b) (c) (d
t teo to-+dsec  to+8sec to+12sec
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second eddy is starting to formed near edg® B. These two eddies are then
kept growing with time. |

0
$loodt 0 Tuiieda [lante 3ol Todtod car)

@) o (b DR ©

~ . Figk1l, Sequence of streamlines for R.=5X 103,
Uol/I'=15, a=0° fixed vortex located
at position 2 at various times. Potential
flow at t=0 | o

(a) (b) W
t 0 045 09 18

V. CONCLUSION

In the present study, a numerical scheme is used to analyze the flow
feature of a uniform flow associated with a fixed vortex in the interaction
of a two-dimensional elliptical barrier. With the numerical calculation for
several flow conditions, we now make the following tentative conclusions:

(1) Induce eddies are occurred in the wake region behind ‘the barrier.
When the fluid of the vortex flow around the barrier is small, the flow is
similar to Stokes flow.

(2) When the steering flow is relatively small in the combinated flow
field of uniform flow and fixed vortex, an induced eddy is formed observably
at first near edge B. Otherwise, the induced enddy will be formed near edge
A. Both of induced eddies are growing in size and shedding away in the
sense of transient development.

(3) For the flow of a fixed vortex, two induced eddies behind barrier
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will be formed and shed in an alternate development. This exchange process
will be approached to a steady situation.

- (4) Even the induced eddy is shedding, there will be existed stagnation
point in the flow field.
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Abstract

This paper presents and tests a mathematical model for the prediction
on horizontal diffusion of a turbulent sewage plume in stagnant environ-
ments. The model is based on the time-average partial differential equations
governing the transfer of mass and momentum. The turbulent momentum
and mass fluxes appearing in these equations are determined from the
Boussinesq approximation in which the turbulent mass transfer coefficient
is related to eddy diffusivity by introducing a turbulent Schmidt number.
The expression of turbulent viscosity relates the fluxes to the kinetic
energy and a length-scale of turbulence. A two-equation model of differential .
transport equations is employed to determine such turbulence quantities,
The results are compared with available e¢xperimental data and are found
to be in reasonable agreement.

1. Introduction

Disposal of sewage into the ocean and lakes has been practiced by many
¢oastal cities throughout the world. The enormous quantities of waste often
creats serious environmental problems for the coastal areas with inadequate
dispersal of the pollutants. In order to reduce the detrimental effects of such
emissions, it i3 important to understand the mechanism and to predict the
dispersion of pollutants for any given discharge configurations.

The usual method of oceanic disposal of sewage or of sluge is to convey
the liquid waste through a submarine pipe to a point some distance offshore
in a large lake, sea or ocean and release it there through a system of diffuser
ports. The effluent is forced through diffuser ports forming a number of jets
which mix with the ambient fluid. In the near-field, differences in velocity
and volume flux between the effluent and the ambient flow produce mixing
due to the instability of the interface and ‘due to the turbulent "energy con-
tained in the jet. The initial sewage field is thus fairly large horizontally and
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is well mixed from surface to bottom. The depth of the sewage plume is then
assumed to remain constant and its further dilution is caused by lateral
diffusion alone.

At present, there exist several prediction methods, depending on the
center-line trajectory to analyze the flows of turbulent jets. The method of
Rouse, Yih and Humphreys (1952) and Schmit (1957), based on integral
equations, predict the devleopment of vertically discharge buoyant jets in
uniform surroundings. Using integral forms of the equations governing the
mean quantities as the work of ‘Morton, Taylor and Turner (1956), Fan
(1967), Fan and Brooks (1969), and Brooks and Koh (1975) obtained a series
of numerical solutions to predict the ambient water quality from effluent
characteristics in various water environments by the assumption of similarity
for jet trajectory, widths, and dilution ratios. In order to close the problem’
they introduced a coefficient of entrainment and a spreading ratio which are
assumed to be universal constants and to be determined empirically. Many
Subsequent studies were carries out involving the entrainment concept. Some
of them (e.g. Sneck and Brown (1974)) have shown that the entrainment
coefficient is not a umiversal constant but depends on the details of the_flow
such as the mean velocity profile, the turbulence level etc.. In the present
study, a mathematical model is presented for the prediction of  horizontal
diffusion of a turbulent sewage plume which is not based on the entrainment
concept but solved from transport equations for turbulence quantities. A
two-equation model of turbulence developed by Launder and Spalding (1972)
is used to describe the turbulence behaviour at each point in the flow.

2. Formulation of Problem

Basic equations _
Consider a horizontal sewage plume of width 2b, as shown in figure
1, discharging into the stagnent environment with # and v denoting

y

L
L
- —_— e
= )

TT—

Fig. 1. Schematic Diagram of sewage jet problem studied.
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the mean velocity components in the x- and y-direction respectively, where x
is longitudinal and y is lateral. The flow is assumed to be steady of the.
houndary-larer type of turbulent flow (v{{%, 3/3x{{3/dy), and without swirl.
The diffusing substances in the sewage plume are considered to be conservative
substances, i.e., no decay, no change of phase and no chemical reactions
occurred during the transport in fluid. The equations governing «, v and the;
mass concentration % are:

contiunity equation '

du/ox+dv/dy=0 tl)

momentum equation
au ou 0 au ——
U" v —= —pu't’ 2
o TP 5 " (p 5 pu'v’) 2)
mass diffusion equation
) ah ) oh 7
+ ov = ( —ah !
el L 5y oMoy ph'v’) 3)

Quantities %’ and v’ are respectively the fluctuating velocity components
in the x- and y-direction and %’ is the fluctuating concentration. The
correlation #’v’ represents the turbulent momentum flux (shear stress) and
h7v’ the turbulent mass flux in y-direction. With the Boussinesq approximation
in 2o’ and A’v’ terms, equations (2) and (3) are written as

ou Ju 3 du '
+ov-28 = .
pu ox [ 3y 3y ( fers 3y ) (4)
) oh _ 3 , peys ok
u22 & = - -
P L T o ay) © T

where p.,, is the effective viscosity, or pe,r=p+p., o, is the
turbulent Schmidt number, and o, = #%22/e,, €. is the turbulent diffusivity.
o .
Equations (1), (4) and (5) are the differential transport equations-
governing the mean quantities #, v and 4. :

Turbulence model

The main problem in solving equations (1), (4) and (5) 'is to determine
the turbulent flux. With the suggestion of Boussinesq, the turbulent shear
stress could be replaced by the product of the mean velocity gradient-and -

-

quantity ferfned the turbulent viscosity, and expressed the turbulent viscosity
in terms of known or calculable quantities. The turbulence model used:in-
the present study is a two-equation model of turbulence proposed by Spalding .
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(1970). The turbulent viscosity is determined from the product of the
turbulence length-scale and the square root of the turbulence kinetic energy
both are obtained from the solutions of two convective transport equations.
That is

pe=ph'L (6)
and

w=~k{E (N

The turbulence energy %2 and the length-scale of turbulence w are
determined from the following transport equations for these -quantities:

ok ok e ok ¢ cut th
g 4 Y R k E 2 __ L
R A a-)+[k(ay) CB#‘J ®
ow dw _ 8 ,p oW au - u
4op W= 9 (2 Oy (G E
P Py aw( O 8y) (G F? (Gy _ ,t ay* ®)

Equations (1), (4), (5), (6), (7), (8) and (9) form a closed set containing
7 empirical constants for solving unknowns u, v, &, g, w, & and £. For free
turbulent flows, these constant values have shown experimentally and
theoretically to be __ )
gy T Ow Co C C, C,
085 0.9 09 (009 104 017 3.5

Transformation of differential equations

Equations (4), (5) (8) and (9) have the similarity form with different
dependent variables. With the von Mises coordinate transformation, the x~y
system of equations can be written in the x~¢ coordinates and be expressed
in the following general form: - ' )

o¢p _ & , . p -0 1 : '
ax a¢ Nt os  O¢ ¥ ou Se (10)

where ¢ stands for any of the quantities %, 2, £ and w and Ss stands for the
corresponding source term. The differences between those equations are then
mainly concentrated in the source terms.

As the convience for solving the differential equations, we transform the
general form of equation (10) to the Patankar-Spalding coordinate system by
defining

w=(p—¢r)/(Yz—¢r) (11)

where ¢, and ¢. are the values of stream function at jet center trajectory
and external boundary respectively, and are functions of x. All variations in

— 136 —



Horizontal Diffusion of a Turbulent Sewage Plume Robert

dependent variables then take place at o values between zero and unity. The
change of any variable along a stream line in x~w system has the relation:.

a \ _, 0 d dw \ '
(*a*;)qb—( py Jat+( 50 )=( ax D (1?)

By differentiating the definition of equations (11) with respect to x and
inserting into equation (12), we have the result ‘

(13)

(’*’_)'ﬁ —(
—1_ dg. —1 d
here a= - b= L gy,
where a Gogy dx’ (bo—gy dx Ye—@r)
Further, differentiating of equation (11) for constant x yields:
("'a"*):: - T (__)x (14)

a¢ (w—sﬁr dw

Appling the formulae of equations (13) and (14) to equation (10), the general =
form of equation (10) is obtained in the x~w coordinate system as:

o be) 09 — 9
2 tarbu) 2o ( 20y +d | (15)
where )
¢ = o e and d= Ss
(fpe—:)" o9 pu

To solve the parabolic differential equations of the mathematical model to
predict the horizontal diffusion of turbulent sewage plume, we employ the
finite difference procedure of Patankar and Spalding (1970), and incorporate
the 24 model of turbulence into the Patankar-Spalding boundary-layer program.
For each problem, boundary conditions have to be specified at the edge of
the jet (e.g. A=rhe, the local concentration of the environment outside the jet,
u=k=w=0). Also, profiles for u#, 2, 2 and w are required as starting con-
ditions at an initial cross section of jet.

3. Results and Discussions

The mean velocity and concentration profiles for the turbulent sewage
plume have been obtained through the caiculation. The dimensionless profiles
of mean velocity and concentration against y/v,, as shown in figure 2, can
hardly be distinguished. y, is the distance from the symmetry plane at which
velocity assumes to be half of its maximum value. In order to test the
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validity of the model, the predictions are compard with the experimental data
of Yang (1976) and it shows the agreement between experiment and prediction.
In figure 3, the profiles of turbulent kinetic energy k and shear stress —u'v’
are also calculated and plotted. The maximum turblent kinetic energy obtained
across the jet is not occurred at the center trajectory but a distance off from
the center. The rate of spread of velocity is also compared with the
experimental value of Rodi (1972). The experimental rate of spread, dy,/dx, is
0.11, while the prediction value, as shown in figure 4, of this study is 0.1095.

Ro'ng#jiann Hwang

The agreement is quite satisfactory.

-6

{hehe /b, -he)

u/ug

0 L

Experimgntal data (Yang. 1976)

T coacentration

10

o velocity ’ 2 2

s b 10 k7 11

10
%

Fig. 2. Profiles of velocity and
concentration,

% b
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20
¥/ Yir2

xn,rb= 0.1095 (b} + 0.3

L 1 A 1

L .
20 40 60
x/ b

" Fig. 4 Horizontal spread of sewage plume.
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Variations of concentration profiles on lateral direction at several locations
along downstream are presented in figure 5. The concentration of sewage
plume at lateral! position lowers for the increasing distance in the downstre-
amwise direction. This is due to the mixing of the plume with the ambient
fluid and causes the sewage plume grown laterally and-diluted longitudinally.
The decay of maximum concentration with distance is adlso obtained. The
peak concentration remains egual to the initial wvalue until a distance
downstream of x/b=5.0 is reached. At rather larger distances (x/b>>60) the
dilution of the plume behaves as a point-source cloud, the maximum con-
centration in which decreases as x~!. This is illastrated in figure 6.

{h-he) 7 {hy= hg)

¥/ Vs

Fig. 5. Variation profiles of concentration along the flow.

10

(rk"he!/ 1ho' hl)

0 1 L : 1
0 Lo 60
x/b . Ca

Fig. 6. Decay of maximum concentration with distance.
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4. Concluding Remsrks

The mathematical model described in section 2 has been shown satisfac-
toriy with the comparison of som: experiments to predict the feature of
flows, The model allows a theoretical study of the turbulence guantities of a
sewage plume and thus may help to understand and, in the end, to control
the sewage disposals. A more detailed comparision with experiments has yet
to be carried out; however this is made difficult by the lack of reliable data.
Also, the model has to be tested for a wide range flows, and in the course of
this, it may prove necessary to refine the model by accounting for the
convective and diffusive transport of turbulent momentum and mass fluxes.
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A Variational Analysis Scheme Suitable for Operational Use

Chung Yi Tseng

Institute of Physics, Academia Sinica and
Department of Atmospheric Sciences, National Taiwan University
Taipei, Taiwan, Republic of China

Abstract

An objective upper-air analysis of height, temperature and wind based
on variational method is proposed for operationl use. The analyzed fields
by successive corrections method are used as input data to perform the
variational optimization -analysis. The hydrostatic equation and the
horizontal momentum equations are employed as dynamic constraints to
maintain the internal consistency. The governing analysis equation for the
geopotential is elliptic and amenable to solution by relaxation method. A
case study has been made to investigate the applicability of the proposed
scheme to synoptic data in East Asia area.

I. INTRODUCTION

The objective analysis of meteorological fields is one of the most basic
tools used in meteorology today. Objective analysis is the process of
interpolating observations, obtained at irregularly spaced points into data at
the points of a regularly arranged grid. An objective analysis scheme must
perform several functions, namely, interpolation, removal of data errors,
smoothing, and, if its product is used as an initial field in a prediction
framework, should insure internal consistency between the analysis and the
dynamic prediction model.

Although many attemps have been made to solve the problem of the
internal consistency, it was not until 1958 that a reasonable solution was
introduced. Sasaki (1958) proposed a theoretical basis for an objective analysis
scheme based on the calculus of variations. This scheme was very generalized,
permitting a broad spectrum of constraints, such as observational, statistical,
dynamical and empirical, into an optimization process to obtain internal
consistency. This technique became known as the Numerical Variational
Analysis (NVA) or Variational Optimization Analysis.

The purpose of this study is to use the variational method in analyzing
the wind, temperature and height fields, using the dynamic equations
governing the atmospheric motions as constraints to insure the internal
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consistency. In this study variational analysis scheme is proposed to adjust
simultaneously the wind, temperature and height fields:

II. VARIATIONAL FORMULATION AND ANALYSIS EQUATION

The method of variational optimization used in this study is based on
the principle of variational analysis proposed in Sasaki's previous papers
(1958, 1969, 1970). The variational formalism is given as follows!:

5]56jjj{[&(fu—f&)%é(fv—-fi})+4§(RT—R_%)2+;(¢—;5)’2]

where

. +[a< ou

=
= N R e L L

R
@

Vo o2 (=2 0x dy dom0

. variational operator
: observational weight for wind
: observationallwe_ight for temperature

. observational weight for geopotential
. dynamic weight

: east-west coordinate on earth

. north-south coordinate on earth

: map coordinates

: Coriolis parameter

: gas constant for dry air

. horizontal velocity components

: temperature

. geopotential

: analysis resulting from conventional objective

method (e. g. successive corrections 'meth'od)

. Jacobian of transformation from earth to 'map

coordinates.

: —1n(p/poy
. pressure
. reference pressure
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Equation (1) implies that equal weight is given to equal earth area, not
equal map area. This formulation is called the timewise localized version of
the variational optimization analysis (Sasaki 1970). The first set of bracked

terms forces the analysis #, v, T, ¢ toward the input field ;z, ?;, T, ¢ in direct
proportion to the ohservational weights on wind, temperature and geopotential,

gr, ﬁ~, 7: respectively. The observationl weights in this study depend, in part,
on the accuracy of the .observed values. These weights are specified in
advance and are not determined as a result of the variational analysis. The
second set of terms takes the dynamics into consideration and controls the
degrees of steadiness in direct proportion to the dynamic weight «, again
specified in advance. The weight a can be interpreted as a measure of the
steadiness of the atmospheric motions. Thus the high frequency component
may be suppressed by this quasi-steadiness condition.

The dynamic constraints used in this study ‘are the hydrostatic equation
and the horizontal morhentum ejquations. The nonlinear advection terms
create complications in the numerical solutions as well as the variational
formalism. For simplicity, following Lewis (1972), the velocity components
in them are approximated by the input values during the wvariational
operation. Thus the dynamic constraints are- written as

3 ox
o =—B- fu—m% | @
where A= z-a—é;;u-i-v%— and B= u_a_;+vg—; denote the nonlinear advection

terms which represent the ageostrophic effects, and m is the image scale
factor. ‘
Substituting the above dynamic constraints into (1), and recalling that

the Jacobian of transformation is equal to 1/m’, we obtain
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o[ [ [tatru-ror atro- oy o5 —RT)®
17—y +a{ A+ fo—m o)

( B- fu— ma¢)J dx dy do/m*=0

The resulting Euler-Lagrange equations for our particular variational
formalism are as follows

*funfiy+a{Br fuem S )=0 ®
a(fo—10)—a{A—formg5-)=0 )
e (Aroem ) gy (B ruem )

A e o

Equations (3) and (4) can be solved for # and v as functions of &,
respectively. These expressions are then substituted into (5) and we get the
following analysis equation for the geopotential ¢

(G 3gitter (50

G Tr—. o +8 e +7~'9;= : 3 (6)

ai’ (B+f£2) - 9RT

where

_r=qam2/(c; +a)

~ This analysis equation is an elliptic differential eguation of Helmholtz
type. It is instructive to note that the wind information appears only with

the weight », which is the combination of the observational weight a and
the dynamic weight a. If either « or « increases while the other remains
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constant, » will always increase. This implies that an increased confidence

in the input winds (increased ;x) or increasing steadiness of the wind field
(increased @) incorporates more wind information into the geopotential

analysis. The critical ratio for the solution of (6) is obviously 7: 5: f If r is
large relative to ,é and ;, the adjusted geopotential ¢ is driven to the wind

information, as discussed above. If [-} is large relative to » and ;:, the adjusted
geopotential is determined largely by the temperature information through

the hydrostatic equation. Finally if ; is large relative to » and ﬁ-, the adjusted
geopotential is forced toward the input geopotential. _

Once the solution for (6) is found for the geopotential, the # and » may
easily be found from (3) and (4) and 7, from the hydrostatic equation. It is
instructive to write (3) and (4) in the form

fu=&fz}/(&+a)—a(é—m%)/(&ﬂ)

fv=&le/(&+a)+a(,£i+m%fc_)/(&+a)

It is interesting to note that the adjusted wind is a weighted mean of the
input wind, geostrophic wind and the wind due to ageostrophic effects. It

is evident that as « is small relative to a, wind input has greater reliability
relative to the dynamic constraints, the adjusted wind approaches the input

wind as expected. On the contrary if a is small relative to a, the adjusted
wind is determined solely by the dynamic constraints.

The natural boundary conditions accompany all the variational problems.
For our particular formalisms, we require the geopotential to be equal to
the input values at the boundaries. Thus the analysis equation is an elliptic
differential equation subject to Dirichlet boundary conditions and amenable
to solution by relaxation method. The method of solution and determination
of the weight factors is similar to those presented by Lewis (1972).

The input fields are those analyzed by the successive corrections method
(SCM). Inman’s version (Inman 1971) of SCM has been used in this study
to incorporate observed wind into the analysis of the height. The SCM has
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850mb 12.14m 1.32°C 2.27m/s 2.79m/s
700 12.37 1.23 347 3.02

500 12.25 0.96 2.33 2.34

400 20.90 164 3.55 294

300 26.81 171 423 4.32

250 43.30 1.23 5.92 . 331
200 26.61 1.19 4.06 3.15

150 31.13 1.40 3.78 - 258

100 47.63 1.53 3.39 1.98

A AR SRR RBES SRR EL rms (root mean square)

Cycle A B C D a/a ﬁ/q : T/a
1 2.m/s 2.°C 1l0m 1. X10™m/s* 5.3X10™7? 3. X 10714 1. X102
2 7.9 2.9 41, 2.3%107% 9.2 10-¢ 751018 3.2x10°v
3 12. 2.2 27. 45X 101 16x107%  53x107%7 3.0xX107
4 13 i 58) 14. 4, 7% 1020 1.6X107%2  8.0X10™# 1.2x107
5 13.

85  3.8x10°% 1LOX107#  50X10™% - 21X107%
A= ME @ b 7 a FTALHE@ANG A, B, C, D, a/a, fla, t/azti £F
A={Du—w@+@—0)2/2p2/ vE
B={X(T-T)y}'*/vK

C =BGy VK
D=1 Py 4 (201210 VK

Cycle A B C D aja . Bla T/e
1 2. 2. 10. 1, X107+  53x10°¢ 3107 1.0X10712
2 79 29 41, 23107 181072 3.x10714 6.3 107
3 6, . L2 22. 8.1x108 7.8x1073 3.X10°H 2.1%10™'3
4 6.5 1.8 12. 181078 7.2%x1073 3.K10-w 6.9 1(~13
5 6.5 1.9 6.9 1.3x1073 7.0 1078 3.X107H 2.2X10"12
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The Variational Optimization of Wind Field for the
Estimation of Vertical Velocity

Wen-Jey Liang!

Department of Meteorology, University of Oklahoma
Norman, Oklahoma

Abstract

A variational optimization scheme of wind field is developed for the
correction of vertical velocity field using kinematic method. The errors
which appear in the vertical velocity field are classified as systematic
errors and random errors. The systematic errors are suppressed by the use
of two strong constraints, i.e, the integrated continuity equation and the
global boundary condition. The random errors are filtered by including a
low-pass filter simultaneously in the variational formulation that the
filtered field still satisfies above constraints. The upper boundary condition
of the vertical velocity fieldis considered in terms of the spatial distribution
of upward and downward motion. NASA AVE Il data are utilized to verify
the scheme. Results show that the magnitudes and general patterans of
vertical velocity field are in good agreement with the synoptic weather
system and radar reports.

I. INTRODUCTION

A current important problem in meteorology is the estimation of the
distribution of vertical velocity in the atmosphere. Because of its smallness,
the routine observation of vertical velocity is not available. It is commonly
computed from the horizontal wind velocity, the pressure distribution, or
the temperature distribution utilizing the continuity equation (the kinematic
method), the omega equation, or the adiabatic equation, respectively.
Although each method has its inherent advantages and disadvantages,
kinematic method is worthist to mention in many situations because of its
mathematical simplicity and the fact that hydrostatic balance is the only
assumption. However, errors in the wind observations as well as in the
computed horizontal divergence often tend to accumulate through the vertical
integration that there is little confidence in the use of computed vertical
velocity without considerable corrections.

The errors which appear in the vertical velocity field by the use of
kinematic method can be classified as ‘“systematic errors” and “random
errors”. The systematic errors occur primarily because of inconsistencies

! Present affiliation: National Taiwan University, and Institute of Physices Academica Sinica,
Taipei, Taiwan, Republic of China.
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hetween the observed field and the dynamical model considered. The random
errors may be introduced because of inaccuracies of measurements, spatial
irregularity of observation points, and by interpolation of values from
stations to grid points. Many methods (e. g. Lateef 1967, Kung 1974) have
been proposed to correct errors. In this paper, Sasaki's variational optimization
approach is utilized. This method provides an important advantage by
incorporating dynamic, kinematic, statistical, and other conditions in data
management. Consequently, systemmatic errors as well as random errors can
be suppressed such that the optimized data are consistent with the dynamical
model considered.

In variational formulation, the upper boundary condition on the vertical
velocity at the top of the convective layer should be prescribed in order to
solve the associated Euler-Lagrange equations. But this condition is unknown.
McGinley (1973) assumed that it was zero everywhere without consideration
of the fact that in a region of severe convection the vertical velocity is not
necessarily zero at an arbitrary level near the cloud tops. Indeed, if the local
change of pressure is negligible, over a very large region the average vertical
velocity should be zero to ensure conservation of mass. The intezgral
constraint which requires the mean vertical velocity at the top over a large
area to be a predetermined value (usually zero) is called the global boundary
condition. This condition have been utilized in O'Brien’s (1970) ad;usLme'lt-
scheme to correct the vertical velocity obtained from kinematic method
However, because the area mean of the vertical velocity at top is usually
small, the correction is quite small at most grid points. Furthermore, s1nce
the correction is a constant over a horizontal plane (or constant pressure
surface), it does not change the vertical velocity patterns. This is desirable
only when the vertical velocity patterns obtained from the kinematic method
are highly reliable. Indeed, McGinley's top boundary condition is an extreme
case of O’Brien’s, and is too arbitrary, especially in the vicinity of severe
convective system. It is pratically and theoretically valuable to reformulate
the variational problem such that the vertical velocity at top can be
realistically simulated and the errors can be reasonably corrected.

In the following sections, a variational optimization scheme is developed
in which systematic errors are suppressed by the use of two strong
conditions, i. e., the integrated continuity equation and the global boundary
condition; the random errors are filtered by the use of a low-pass filter.
Although the random errors can be suppressed by utilizing varied filtérs,
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the filtering should be incorporated simultaneously in the variational
formulation to ensure that the filtered fields satisfy all constraints.
Additionally, it can be shown that O'Brien’s and McGinley’s methods are two
special cases of this scheme.

II. VARIATIONAL FORMULATION

The functional is defined as

I= IJ”J‘{W u)z+(i’ )“ra(w: —w- )2+B(Vw:-Vwc) }dp dy dx. (1)

» ¥V P

Here, two strong constraints are utilized:

P= — i - ‘
:w_J" Ve v dp, SR (2)
p' ' N . -
j‘ w: dx dy=0, R (3)

where -;i, %, 1;, and v are observed and optimized wind components along the
x and y directions, respectively, w. is the optimized p velocity at the top of

the domain, a and ‘é are specified parameters, p, and p. are pressures at the
surface and at the top of atmosphere, respectively, and ’

- b S _ _ ,

CD:=CU.'-IV' v dp, ’ (4)
2 -

w.= V,*V P, (5)

where ;Z is the observed surface wind and V is a two dimensional diffei‘éiitial

operator,
0
V:(a—xﬁa;)-
Let us take the variation of the functional I and set it to zero, i. e,

o= zjjj{[(u u) 54]67’“’[(” U)— ]5v+ [a(wr—w:)-l- .f.lp,+

—BViw.] bw.}dp dy dx +_”U=5u]x 22 dp dy+fjrzlavjy y’dp dx

+j‘J‘[ﬁ6m: x= xz dp dy+ J‘J‘[ﬁam']‘y Yz dp dx=0, (6)
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where ¥, and x, are the boundary values of x corresponding to the value
of y and p held constant in the x-integration, v, and 3, are the boundary
values of ¥ corresponding to the value of x and p held constant in the
y-integration, V? is a two dimensional Laplacian operator, and 4; and 1 are
Lagrange multipliers associated with two strong .constraints (2) and (3),
_respectively. Then the associated Fuler- Lagrange equestlons are:

3 -
u—u+ %’ (7
g1
p=p+ %L 3y , o (8)
-zz -2 + 21 —2 ~2 - (9)
Viw: — a . Pip @@ _

For the elimination of the last four terms in (6), there are several choices
of boundary conditions associated with Lagrange multlpher 1, the derivatives
of w., and the variations of %, v, and w.. In this study, the associated boundary
conditions are:

2, =0, (10)

—
n 'VCU;=0, (11)
—_
where 2 is an unit normal vector along the boundary.
In order to better understand the physical meaning of this formulation.and

. —
the associated boundary conditions, let us define the correction velocity, v¥ s

—_ =2 —
V*=V—'V, (12)

= . - -
where ?r)=_(u, v),'\?= (#, v), and v¥=(u*, v*). Substitution of (12) into D, (M),
and (8) leads to '

I= [_[_f{ VEVE L 2+ﬁ (Vo Vo) dp dy dx, (13)
¥ ?
anda —
v¥=VY2, (14)

where w,*=w;—a.-n. Eq. (14) shows that the Lagrange multiplier 2, is the
correction velocity potential; i. e., the correction velocity field is irrotational.
The first two terms in (13) are the weighted correction kinetic energy of

) .
the region considered, and a is the weighting factor. The third term in (13)
is a weak constraint, i. e,
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[Vew:| =0. (15)
Indeed, |Vw.| is a part of the horizontal vorticity associated with w.. It
reflects the spatial distribution of areas of upward and downwérd_ motion. In
terms of the vertical correction velocity ¥, (15) can be written as

|Vao¥ + Voo | =0, (16)-
or

dwi 3_@;) (Qa_h_ awc)m,
(6‘x+ax oy "oy 0.

Since the horizontal gradient of the vertical velocity |Vw:| is zero only when

duf _ _dw,

dx ax’
and

du}_ _dw,

ay oy’

(16) indicates that (15) is satisfied by introducing a horizontal vorticity f\?’;:[

opposite to the original horizontal vorticity associated with Vw. Since the
horizontal vorticity indicates the spatial distribution of upward and downward
motion, any reduction of the horizontal vorticity suppresses the vertical
motion. In other words, this procedure smooths the vertical motion field. The

ﬁarai‘aeter ,é"is Sel’ected to accomplish this purpose. In this study, the vathi‘é:‘i

of ﬁ is ’1531gned to suppress the amplitude of waves whose wave length is,
less than the distance between adjacent maxima in the large- scale o field.
The boundary condltlon”(IO) implies

T as T

along the boundary. Indeed, it is the no-slip boundary condition for the
correction velocity field. This condition ensures that the optimization. does:
not change the circulation of the region considered and is consistent with an.
irrotational correction velocity field. Furthermore, since @. is unknown, the
boundary condition (11) permits . to be free on the boundary to allow ‘a.
wide range of possible . patterns. .

Egs. (2), (3), (7), (8), and (9) are five equations for the five unknowns:
#, ¥, w, A; and 2.. Their solutions, and associated response functions- are
discussed in the following sections.
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11I. SOLUTIONS OF EULER-LAGRANGE EQUESTIONS
Egs. (2), (3), (7), (7), (8), and (9) are five equations for five unknowns:
%, U, e A, and 1, Substituting (7) and (8) into (2), we get

wc=t;l-z'+‘ (p:‘—ﬁ:) Vi (17)
The substitution of (17) into (9) leads

B (0o Vi1 & DOV 5 5 = 2am B VP (18)

From Gauss’ theorem and the boundary condition (11), we have

m,._jj.(vzw;) dx dy/‘fj‘dx dy

:f(n.vw,) ds/ jjdx dy
C v |

=0,
where C, is the boundary of the area considered, and (-) is an area-average
operator. After applying the area-average operator to (9), we get.

- 22=T:(5,+( 4 ) - S (19)
! De—Ds . S
where the strong constraint (3) has been utilized. o
~ Eqgs. (18) and (19) contain two unknowns: 2, and 4, Solutions can be
obtained by an iterative technique. Fortunately, because the equations are
linear and i, is constant, the solutions can be determined without™.using an
iterative procedure. In order to clarify the procedures utilized to obtain
solutions, let us define a linear differential operator L as: '

L= ;ézvz(p‘_p‘)vz_ ;2(Pa—P=-)V2+IT{-%>T.

Then, (18) can be rewritten as

2 =L (ly— BV?:) | C(20)
where L-* is the inverse operator of L.
Setting : _

A=+, ' (21)
where : ' ‘

Ay=L"M(~ ﬁVzwt) o : (22)

and the boundary values of 1, and ¢ are chosen to be zero, then, (19) and (20)
become
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¢="L"(22), (23)

S N—

ety

where
Lo - A
C—-az O‘):+( .—P:)
From (22), 1, can be solved by using a relaxation method. After ¢ and i, are
determined from (23) and (24), the complete solution is obtained from (21).
Egs. (22) and (23) show that 2, is a part of the solution of 2 which

corresponds to the curvature of the w,-field, and ¢ is the other part of the

solution of 2, which corresponds to the mean value of c;,. These properties
will be discussed in detail later.

In order to employ iterative procedures to solve for ¢ and 4, let us
rewrite (23) and (24) as

$ =L"1(2,*), (25)
o [8E0
42 "C*"[p,—pg] ’ (26)

where (&) indicates the k-th iteration. Let zero be the initial guess for the
solution of ¢, and define '

PR
[P:—Pt ]_aC,
\LDi—pe |
c .
Then, (25) and (26) become

il

a

ALn) __.C é ak, (27)

k=0
. ¢(n)=¢(°)§;’°ak’ (28)1
and
¢ =L"C).
The derivation of (27) and (28) are mainly based on the facts that the
operator L is linear and 1, is constant. It is obvious that if Jai< 1, the
iteration procedure is convergent provided C and ¢ are bounded. Since a is )

a function of « and B, a diagram can be constructed to determine the
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convergent and divergent region in (&,ﬁ) space. Convergence of the
iterative procedure has been investigated for several cases. If the variables
are nondimensionalized by suitable scales (e. g. the scale for the vertical p
velocity should be 10-mb sec™!, and the mass convergence scale should be
10-5 sec!, etc.), all tested cases show that the iteration procedure is

convergent (rapidly in most cases) for a wide range of values of « and §.
In the convergence region, the solution of (27) and (28) is

22"‘_‘22(0) =I:E 3
=g ® =¢(D) (29)
l-a’

and the complete solution of (18) and (19) is obtained by use of (21).
Following the same concepts utilized in obtaining solutions to (21), w. is
written as .
0=w"+w:? (30)
where w.” corresponds to 4, and w.* corresponds to ¢. Referring to (17, w."
and @.* may be chosen as

00 =0 (b= D) Vs, (31)

wt=(p.— P )N, (32)
and the associated boundary conditions are

RVt =neYos=0, (33)

Boundary conditions different from (33) may be posed, although we prefer
(33) because they are simple and are consistent with (11). According (31)
and (32), w.* and w.* can be determined from 2, and ¢, aand then w. can be
obtained from (30).

1V. RESPONSE FUNCTIONS

In order to better understand how to choose suitable values for « and [;’,
the associated response function has to be found. Let us assume that

pa‘_p‘=‘p0+p,!
n
P’ =E E&pk ’

k=1

where ¢ is a small parameter, p, is the mean value over the whole region,
and p’ is the fluctuation of (p.—p.) from pu. Since the ratio of p’ to po 18
smaller than 0.1 and is less than 0.02 at most grid points, p’ is treated as a
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small pertrurbation. The differential operator L can be expanded as:

_ =z 4__-2 2 ‘1& . z 2ht 24_‘-2 rg2 4#1__.00 ___pi K| —
L=(BpoV'— apa¥®+ ,)+{ BV V- p' Vo - Eo( po> Y=Lo+0(e),

where
-3 -2 1
Lo= B DoVt —a poVi+ By

and 0 (¢) indicates the order of magnitude of ¢ (less than 0.1 in this study).
To the zeroth order approximation, (22) and (23) become '

W=Let(— BV (34)
¢=L;~1(2z).

The solution of ¢ is simply
P=Podz . (35)

From Fourier transformation (¥7T) theory, any function i(x, y) and its
Fourier transform C(m, n) are represented as

(%, ) =FT-1(C(m, n))féﬁm 5 _COm, myet cmwenn (36)
L, L.
COm, n) = FT(x, y)) =+~ 2 [ 2 Ct Captnpd
» W)= Y=L, I Az, yye~t@v+ dx dy (37)
:éj ~L,
2 2

where m, L., n and L, are the wave numbers and the width of the domain
along the direction of x and y, respectively. Utilizing (36) and (37), (34)
becomes

C*(m, n)

]

7

Co (m, n)

-2
L
(]ezkz 2k et ;

Gr
where B2=m+n?,

C*(m,n) is the Fourier transform of 2,, and C.(m,n) is the Fourier transform

of w.. Similarly, from (31), we have

. C. (m,n)
T“ _=_ ———— ——

C. (m, 1)
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i -2
=1 P
(BE* + a)kp,—

1

p{h

where C? (m, n) is the Fourier transform of w;, and C? (m, #) is the Fourier
transform of w?.

In spite of the value of a-, y» approaches 1 and y® approaches zero as ,é
approaches zero for .any m, and ». It implies that C} (m, =) approaches

C.(mm) and 2, approaches zero i. e,, no filtering of the w!field. It is always

true even if p’ is not negligibly small. On the other hand, as }3 becomes very

large, we have

1
pokB ’

r’=
and

r.=0 _
The above equations show that the yalues of y* are dominated by long waves
as :B becomes large. It also implies that w,* approaches zero as é approaches
infinity. ' ' '

Since 1% is a constant, the combination of (32) and (35) implies

w?=0, ‘
idéntically. The above equation indicates that when p’ is small, most of the
adjustrneln't of the vertical velocity (or mass convergence) is due to the w

part. It can be shown that whenﬁ is zero, the adjustment is very small,

provided a reasonable value of a (e. g. a-=0.1) is utilized.

la

IV. SPECIAL CASES

Case a. If « and EI are both zero, (9) reduces to
A =4z (P:_ps)- .
If above equation is substituted into (7). and (8), and the results are
substituted into (2), we get '

w;=a:;+(P:'—P:)22VQ(Ps"pr) . (38)
Then, the substitution of (38) into (3) leads to
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= b = OV (hum o) ]

Eq. (38) implies that if (p,—p.) is a constant, w. is equal to @:. In this case,

the adjustment of @: is impossible. In other words, the horizontal curvature
of the (p,—p.) field is the only mechanism to adjust the observation field
such that the continuity equation and the global upper boundary condition
of vertical p-velocity are satisfied.

Case b. If ;é is zero and a« is very large, (22) becomes
V215=0 )
Because 2, is zero along the boundary, the solution of the above eguation is

simply
A =0,
identically, and (18) and (17) may be written as
V"’21=—:ri2i* (39)
a (p.—p) :

The above two equations imply

- Ao=a’w, (40)
Since
b S
w=w,—j Ve v dp,
b
and ,
- b
w=w,—-j V-:r) dap,
b
we have

- 24 — =
w—w =—jp V-V —V-7) dp

b
=— szl dp

b. _
__”(LI-"_) - (41)
- p‘_p‘ W

(41) is the differential form of O'Brien’s formulation (1970). Because the

correction velocity field is irrotational, the optimized wind field can be
determined after the correction velocity potential is determined from (39)
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and (40).

Case c. If f-i approaches infinity, then for any bound a, (22) and (31) imply
Viw:" =0,
provided w.® and 2, are bounded. Substitution of the boundary condition (33)
leads to ‘
- w,"=constant. (42)
Combination of (31) and (42) yields

. u:; constant
vzb=—p‘_}:+ pa—ph
Furthermore, from (23) we have

VL(p—pIVP =0,

or
Vi, =0,
by the use of (32). From the boundary condition (33), we have
w.*=constant, (43)
or
constant
= ps_Ps

Substitution of (42) and (43) into (30) leads to w.=constant. Then, applying
the strong constraint (3), we get w.=0, identically. Therefore, Eq. (17) reduce
fo '

Vh=p

The above equation is exactly McGinley's formulation (1973).

V1. TESTS

a, Objective .analysis

In order to investigate the plausibility and appiicability of the wvariational
scheme, NASA Atmospheric Variability Experiment (AVE II) data are utilized
and the results are discussed in this section. However, because the scheme
requires an objective analysis to interpolate values of wind to regularly
spaced grid points from irregularly spaced observation points, an objective
analysis method is described at first. The weighting function utilized in the
objective analysis should account for the observational resolution and real
patterns of the data to avoid any unnecessary errors. Because the large-scale

— 190 —



The Variational Optimization of Wind Field for the
Estimation of Vertical Velocity

data field is anisotropic and nonhomogeneous, any isotropic or homogeneous
weighting function will distort the data field and the unrealistic patterns
may occur (McFarland, 1974). In this study, Inman’s (1970) elliptic weighting
function and Barnes’ exponential weighting function (Barnes, 1973) are
combined to produce

a—(a?—1) cos? £
W(rk) =exp{— prretanll -7 b (44)

where

__ b
=TIn W,

r is the distance between the grid point and the observation point, b is the
length of the minor axis of an ellipse of constant weight, # is the angle

kZ

between the wind direction and the direction from the grid point to the
observation point, W, is the weight when 7 is equal to & and ¢ is 90 deg, ¢ is
the time difference from a reference time, v is a constant and « is the ratio
of the length of major axis to that of the minor axis & of an ellipse of

constant weight. In this study, « is chosen as

V . _
a=a3— (45)

maz

where V is the wind speed at the observation point, Va.. is the maximum
value of the observed wind, and @ is a specified constant.

After the computation of the weighting function from (44) at each grid
point, the value of a quantity X,; at the grid point (i, j) is assigned as
where X, is the value of the quantity X at the m-fk observation point.

In order to better describe the meteorological fields near a frontal zone,
the interpolation scheme is utilized twice. In the vicinity of a front, the
stations whose winds make a large angle with the wind at a grid point may
be separated from the grid point by the front. After the first conventional
interpolation, the wind is assigned at each grid point and the angle between
the wind at a station and the wind at a grid point can be determined. During
the .second interpolation, any stations whose wind make an angle with the
wind at a grid point greater than 90 degrees are not utilized in determining the
analysis at the grid point. This procedure tends to conserve discontinuities,
and is valuable especially near frontal zones.

b. Tests of optimization scheme. Data are from the second NASA
Atmospheric Variability Experiment (AVE II). There were fifty-four
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rawinsonde stations participating in the AVE II Pilot Experiment. Soundings
were made at three-hour intervals at each station beginning at 1200 GMT 11
May 1974, and ending at 1200 GMT 12 May 1974. The data were obtained
during a period when convective activity was present, large horizontal
temperature gradients were evident and rapid changes in weather patterns
were occurring. The data area is over the eastern United States east of
approximately 105° W longitude. Radar data were obtained from eleven
stations located near the center of the observational area, and as much data
as possible were collected from the NIMBUS 5, NOAA-3, ATS-3, and DMSP

(DAPP) satellites.
The synoptic situation of 2100 GMT 11 May 1974 is shown in Figs. 1-6.

There is a cold front across the central part of the country and a warm
front extends through the northern states. Three lows and two precipitation
areas appear on the map at the analysis time. Also, there is a deep trough
in the upper levels extending from north to south across the central United

States.
The grid system is shown in Fig. 7; the polar stereographic pro;ectxon is

utilized. The standard latitude and the standard longitude are 60°N and
100°W, respectively. The 11 by 13 computation grid is oriented so that
the y-axis is perpendicular to the standard longitude. The map scale is
115,000,000, the upper-left-hand corner grid point is located at x=12.6 in and
y=0.97 in (the origin is at the North pole), and the grid interval is 190.5km

on the image plane.
The interpolation scheme is described in part a. The parameters a, & and

v in (45) and (44) arey/ 8, 09772, and 2, respectively. During ‘the second
interpolation, the weighting function W, is assigned as W,=W, cos ¢, where
¢ is the angle between the wind at observation stations and the wind at grid
points, and W, is the weighting function of the first interpolation determined
from (44). After interpolation of wind velocity to grid points, mass divergence
are computed]utilizing a fourth-order finite-difference approximation. The

vertical p velocity, w, is determined at each grid point by integration of the
continuity equation from the surface; its surface value is determined from

(5). Results are shown in Figs. 8-14. The values of o at the surface are very
small (10~5mb sec~!); the patterns reflect the synoptic situation and orogr-
aphic lifting. Because of the accumulative errors in the divergence fields, the

o -fields at higher levels are highly unrealistic, both in pattern and in
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magnitude. For example, the @ patterns don’t clearly reveal the areas of
upward and downward motion associated with the two troughs in the upper

levels, and the magnitudes of the @ values are incredibly large, especially at
the 100-mb level.

Before the optimization of the wind field, let us investigate several
numerical examples of the response function shown in Fig. 15. Generally
speaking, for synoptic-scale systems, errors in the velocity field are of the

order of 10 percent and errors in the w field may be ten times larger. In
other words,the reliability of the velocity field may be ten times larger than

that of the o field, and, therefore, « may be chosen as 0.1 in the optimization
scheme. Since the wavelength of resolvable waves is about 600 km and the
width of the area considered is about 2,000km, waves whose wave number is
less then three should be suppressed. Also, for the synoptic situation under
study, the distance between adjacent extrema in the vertical motion field is
between 700 and 1,000km, Therefo_re, the most important waves are those
of wave number one or two, and the value of is chosen as 0.3 in this study.

The optimization of the wind field is performed and the results are
shown in Figs. 16-21. From 500mb up to the 100-mb level, the optimized
w fields clearly reveal a major trough across the central United States and
a minor trough across the southwestern portion of the country. To the
east of the major trough, strong upward motion exists and to the west
of the major trough strong downward motion is evident in the optimfzed
w fields. Also, there is a small area of upward motion associated with the
minor trough in the southwestern United States. All these features were
ambiguous before the optimization was accomplished. Also, the values of w
are reduced to reasonable magnitudes by the optimization. Compared to the
National Weather Service radar chart for 2035 GMT 11 May 1974, the area of
upward motion coincides with the region of deep convection.

VII. CONCLUSIONS

The main objective of this paper is to develope a variational optimization
scheme of wind field to correct vertical velocity field using kinematic method.
The errors which appear in the vertical velocity field are classified as
systematic errors and random errors. The systematic errors are suppressed
by the use of two strong constraints, i.e., the integrated continuity equation
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and the global boundary condition, and the random errors are filtered by
including a low-pass filter simutaneously in the variational formulation tkat
he filtered field still satisfies above constraints. The most important feature
of this scheme is that the unknown upper boundary values of the « field
become solvable by consideration of spatial distribution of upward and
downward motions. Also, because the functional includes the velocity field
and the w field, the procedure insures that both fields are optimized. Each
condition and procedure is physically and mathematically understandable;
therefore, the scheme can be assumed to be realistic with a high degree of
confidence.

NASA AVE II data are utilized to verify this scheme. Results show that
the upward motion prevails over the area of surface cyclone (to the east of
upper trough) with the maximum intensity of 10 ub sec™ at 400mb level to
the northeast of surface center, and the downward motion prevails in the
area of surface unticyclone to the west of upper trough with the maximum
intensity of —6 ub sec™! at 400mb level to the east of surface center. Also,
there is a weak upward motion over the area to the east of a minor trough
with the maximum intensity of 1 gb sec™ at 500 mb level. The magnlitudes
and general patterns are in good agreement with the synoptic weather maps
and radar reports.

The scheme developed in this study is quite general that it may be
utilized to analize various weather systems. The test of the applicability of
this scheme in meso-scale weather system with severe convection may be
interesting in the future.
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Fig. 1. Surface chart for 2100 GMT Fig 2. 850mb chart for 2100 GMT 11
11 May 1974. Isobars are drawn . May 1974. Height(solid) contours are
at 4mb intervals. ' drawn at 30m intervals. Isotherms

(dashed) are constructed at 2°C
intervals.

Fig. 4. Same as Fig. 2 except for 500mb
with contours drawn at 60m intervals.

Fig. 5. Same as Fig. 2 except for Fig. 6. Same as Fig. 2 except for 200mb
300mb with contours drawn at with contours drawn at 120m intervals
120m intervals and isotherms and isotherms constructed at 4°C
constructed at 4°C intervals. intervals.
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Fig. 8. Vertical velocity, wo=dp/dtf, at
surface before optimization. Isolines are
drawn at intervals of 04pb sec~L=
Positive values refer to decent; negative
values refer to ascent.

Fig. 9. Same as Fig. 8 L exceptkfor? 800mb
with isolines drawn at intervals of 2
zb sec™l,

Fig. 10. Same as Fig. 9. except for Fig. 11. Same as Fig. 8. except
700mb "~ with isolines drawn at for 500mb.
intervals of 2 ub sec™,

i

Fig. 12. Same as” Fig. 11. except - Fig. 13. Same as F:g 11. except
for 300mb. for. 200m .

L}
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* " Fig. 16. Optimized vertical velocity,
omega, ©,at 800mb with isolines
drawn at intervals of 0.2ub sec~l.

" Fig. 18. Same as Fig. 17 except

for 500mb.
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Fig. 20. Same as Fig.*17. except

for 200mb.
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Fig. 15. The response function for a=0.1.
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Fig. 17. Same as Fig 16. except for
700mb with isolines drawn at
intervals of 2 ub sec™,-
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Fig. 19, Same as Fig. 17. except for
300mb.
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Fig. 21. Same as Fig. 16. except for
100mb with isolines drawn at
intervals of 0.02ub sec™.
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Abstract

In this study, the applicability of Kuo’s parameterization of cumulus
convection in the middle latitudes is examined, and a modification of his
theory is developed. An evaluation of Kuo's scheme is performed to reveal
physical insight into the involved mechanisms through a combination of
the large-scale heat and moisture budgets and Kuo's formulation of the
latent heat released. In  order to improve upon the treatment of the
interaction of deep convection with the environment, modifications
consisting of considerations of the large-scale moisture supply and of the
vertical transport of moisture and of dry static energy inside the cloud are
made, Also, a two-layer cloud ensemble model is combined with the
modified scheme. An examination of the modified scheme is performed by
.combining the large-scale heat and moisture budgets, and the modified
formulation of the latent heat released. The modified parameterization
procedures are compared with Kuo’s original scheme, and the results of
tests of both schemes are discussed.

I. INTRODUCTION

Over many regions in the middie Ilatitudes as well as in the tropics,
cumulus convection plays an important role in vertical transport of heat,
moisture and horizontal momentum, especially in the warm season (Palmen
and Newton, 1969). In these regions, a large portion of the annual
precipitation is derived from convective showers and thunderstorms; these
storms also account for the greatest weather démage in many afeas.
Convective systems also are of particular interest because they manifest
perhaps the most obvious interaction between disturbances of large and small
(or medium) scales. However, because of insufficient resolution of the present
observational network, this mechanism must be pafameterized in terms of
large-scale variables. In the past decade, many parameterizations of cumulus
convection have been developed. Each scheme has served surprisingly well

* Present affiliation: National Taiwan Unjversity, and Institute of Physics, Academia Sinica,
Taipei, Taiwan, R.O.C. )
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in the particular numerical model in which it has been employed. However,
because many investigator's believe that cumulus convection is a dominant
mechanism in the tropics (Riehl and Malkus 1958), most procedures have
been developed for this region. We hardly can expect these schemes to fit
our needs in middie latitudes without some modifications.

Currently, two types of cumulus parameterizations are used. One, based
on the hypothesis of convective adjustment (Manabe et al., 1965), is utilized
in general circulation models and synoptic-scale prediction models. The idea
of convective adjustment is based on the assumption that thermal convection
develops when the lapse rate of temperature exceeds a certain neutral value.
The other, based on the hypothesis of penetrative convection (Ooyama, 1964;
Kuo, 1965; Arakawa, 1969), is also utilized in general circulation models; but
the scheme is primarily applied to the study of the deveopment of tropical
cyclones (Yamasaki, 1968; Qoyama, 1969). Penetrative convection 1is assumed
to occur when cumulus clouds penetrate deeply into an unsaturated at-
mosphere in areas of low level mass convergenée. Although both types of
cumulus parameterization have practical significance, the latter appears to be
more feasible for our purpose, because the hypot_hesis of penetrative
convection is pertinent for middlelatitude deep convective systems and it can
be used to simulate cloud ensembles after. some modifications are made.
From the simulation of such an ensemble, one can obtain a great deal of
information on the statistical properties of the cloud clusters and a‘ deeper
understanding of the dynamical mechanisms involved.

Based on the hypothesis of penetrative convection, the pérameter_-izatidn
procedure consists of two significant mechanisms involved in the interaction
between convection and the environment: 1) adiabatic warming due to the
downward motion of the environmental air which compensates for the upward
motion inside convective elements, 2) lateral mixing of cloud substance into
the environment. Among such parameterization schemes, those developed by
Kuo (1965, 1974) and Arakawa (1969, 1974) are two of the most representative.
Kuo's scheme is based on a non-steady deep cumulus model; the temperature of
environment, and the large-scale low-level convergence of moisture are the
key indicators. Arakawa’s scheme is based on the concept of a balance of the
vertical mass transport in the clouds and the environment. Although several
authors, such as Ooyama (1971) and Fraedrich (1973, 1974), have developed a
theoretical framework to include these mechanisms and to discuss the
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relationship between these schemes, some confusion still exists (e. g., Ceselski,
1974). It has been stated that Kuo has neglected the heating by adiabatic
co_rripression of the slowly descending environment. Also, the reality of the
horizontal mixing. process involved in his scheme has been questioned..
Recently, Kuo (1974) tried to clarify those misunderstandings; however, it
is believed that if in Kuo's formulation the terms which account for
departures from the area mean, as well as the precipitation terms, are
examined carefully, a better explanation can be given.

Kuo’s scheme is applicablé in those situations where a deep conditionally
unstable layer and large-scale low-level convergence are in existence. The
former condition makes it possible for huge cumuli to penetrate into the
upper troposphere and the lower stratosphere, while the latter condition
provides a lifting mechanism to trigger the convective instability. Therefore,
in some situations, although the computed fractional area of coverage may
be near unity, onIy shallow or even no clouds may develop. Investigations of
moisture convergence and its relationship to severe storm occurrence (e. g,
Sasaki 1973) indicate that unstable conditions, downward momentum transport,
and other factors, which may be important to thunderstorm outbreaks, are
impliéitly shown in the moisture convergence patterns. Because we believe
that large-scale moisture convergence in a conditionally unstable region is a
key mechanism in the development of deep convection, we would like to
examine the applicability of Kuo's scheme and to modify it so that the
scheme. becomes dynamically and practically plausible.

II. GOVERNING EQUATIONS FOR EVALUATING CUMULUS
PARAMETERIZATION SCHEMES |

Described in the following paragraphs is a procedure for examining and
evaluating the mechanisms involved in Kuo’s (1965) parameterization scheme
and in the modified scheme to be specified later. The method is based on the
concept that utilization of an accurate expression for the latent heat released
by cumulus should lead to good evaluations of other characteristics of the
cloud ensemble. It will be shown below that when Q., the latent heat
released by cumulus, is expressed in terms of certain cloud- ensemble
properties, the cloud ensemble properties may be determined from the
large-scale budget equations if the time derivatives of dry static energy and
mixing ratio in the environment is specified. In other words the cloud
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ensemble properties computed from this procedure should directly reflect the
quality of the expression, for the latent heat released, which is utilized in the
parameterization scheme. Furthermore, if the large-scale budgets and the
parameterization scheme are both perfect, the latent heat released, as
computed from the parameterization scheme and as determined using the
evaluation procedure, should be exactly the same. In the following d1scu3510n
any quantlty, except the vertical velocity, in the environment is approx1mated
by the area-mean value of that quantity (for more detail, see Appendix A).

First, let us define the dry static energy s and the moist static energy
h as o '

s=¢, T+gz, and
h=c,T+gz+Lg,
where T is temperature, z is height, ¢ is mixing ratio, ¢, is the specific

heat of dry air, and g is the acceleration of gravity. From (A.2) and (A. 3),
the heat and moisture equations for the large-scale motion can be written as

_ds o _ 9 _
Q:—Qz = df Qr=6Cc+ ap rMc(Sc S)]: €))]
—Q:= L—d‘—;—_= — Qe+ L—@—[Ma(q —t;)] (2)
2 dt ap ¢ '

where s., ., s and ¢ are dry static energies and mixing rations in the cloud
and in the environment, respectively, @= is the heating rate by radiation, L
is the latent heat of condensation, p is pressure, Q. is the latent heat
released by subgrid scale convection and Mc is the cloud mass flux dedefined
as M.=—ow., where ¢ is the fractional area covered by the clouds, and w. is
the pressure velocity inside the clouds.

_Aisd, the saturation moist static energy of the environment, ﬁ*, is
-k R - - -
h=C,T+gz+ Lo*=h¥*,

where g* is the saturation mixing ratio at temperature T,
Then, after Arakawa (1969), we have
. _ )
SC = S+—_ hg—h* ¥
1+T( ) (3)
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=g* + .- (B —h¥),
ge =q +(1+r)L(h #*) €))

where y= é,, (aa?‘)p

If @, is expressed in terms of the other variables, combination of (-
(4) gives four equations for the four unknowns, s., g., M., and k.. They can
be solved provided that the observed large-scale heat and moisture  budgets

over the area considered are known. The associated boundary conditions are
(Yanai et al. 1973):

_A’L(QI—QB) =85q— _%3 (Scb '—;b):
g g
— A 9, =LE, — ML (g.0—70,
g g

Ss/LEs=Co(T, —To)/TL(g.—q0) ],
where the subscript & denotes values at cloud base and Ts, Ty, ¢., and ¢, are
the temperatures and mixing ratios at the surface and at a level above which
is representative of the surface boundary layer. Let us define ¥ as — w’A’,
Then‘,. adding (1) and (2) and integrating the resultant equation, we get - . .
v(») = [ (Qi-Q:—@a)ap,

=Mo(h.—h), if p<ps, : : (%)

where p. is the pressure at the top of atmosphere (100mb in this study):
Y(p.) is assumed to be zero. Utilizing (5), the boundary conditions are
explicitly expressed as ‘ :

a,— (1+Tn)az

Mc = f, _ 6
" ht—l, ©
hga =7’;b +ﬂ;i° ’ (7)

where
a=g(Ss+LEs)—4p(Q,—Q=—Q2),
ar=gSs—dp(Q1—Qrx),
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and
SS+LE8= Y(pl)a

where p, is surface pressure.

III. AN EXAMINATION OF KUO'S EXPRESSION FOR THE
RELEASE OF LATENT HEAT BY CUMULUS

Following Kuo (1965) Q. is specified as
chB(Sc—.-S).

which is (A.13), where
B=(1-5) - ", 1-b) (8)

Substitution of (A. 12) and (A. 10) into the expression for B
leads to

1 (b, a0
B M;IOQz_g

Because b is computed from the local time change of ¢, from the
parameterization point of view b is unknown and must be specified
experimentally. In order to avoid additional error introduced from the

specification of values of b, in this study & is computed from dg/adt according
to (A. 12). The same values of b are used in the computation of the release
of latent heat in the parameterization schemes. The cloud base is assumed to
be at the lifted condensation level "r'epresentative of the surface layer, and
the top of cloud is assumed to be at a level where the temperature of the
clouds is equal to that of the environment. | '

After elimination of s., g. and A from (1)—(4), an ordinary nonlinear
differential equation is obtained:

al _
W_F G/U, 9)

where

o)

—0 — _Bh—-h® 3 , Y
F Ql. Q.B 1+T ap (1-{_7')!
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and BY i T+
G= —- h—h*),
(1+7)° )

where Y is determined from (5) as a function of &,, @; and Q= and b is
defined by (A. 12).

Eq. (9) can be reduced to Abel's equation of the first kind if B is
prescribed, and can be solved analytically if the ratio of the two coefficients,
G and F, is constant, or it can be solved numerically even if the coefficients

are variable. M. is determined from solutions of (9). Then, according to (5)
h. can be determined by

_Y
M,

he +h.

Next s. and ¢. are computed utilizing (3) and (4), respectively, and T. is
determined by

Tg = scc‘_s+ T.
»?

Finally, @, may be calculated from (A. 13).

Employing the procedures described in the preceding paragraphs,
calculations of My, ke, T¢, g., Q¢, and heights of cloud tops have been made
utilizing NASA AVE II data. Results of these calculations show that although
radar charts prepared by the National Weather Service (2035 GMT 11 'May
1974) show that the cloud tops were at about 275mb in the vicinity of the
test area, the computed cloud tops are at 556mb. M, computed from (9) is
unrealistically large. For example, the values are about an order of magnitude
larger than those calculated by Lewis (1975) for a thunderstorm system in
central Oklahoma. Also, the latent heat released is about an order of
magnitude smaller than required by the large-scale budget equations. All
results show that the properties of the cloud ensemble, computed on the
basis of Kuo’s expression for the latent heat released, are questionable.

In his tropical prediction model, Krishnamurti (1969) treated the terms
which account for departures from the area mean (i. e. vertical diffusion
terms) and the precipitation terms, separately. The precipitation terms were
computed utilizing an extension of Kuo's scheme, and the vertical diffusion
terms were computed utilizing eddy exchange coefficients; the results seem
satisfactory. However, other problems still exist. Reed and Recker (1971)

— 205 —



Wen-Jey Liang

found evidence, in a composite Pacific tropical wave, of a heating maximum
centered near 400mb. As mentioned by Ceselski (1974), Kuo's scheme will
yield an upper tropospheric heating maximum only if unrealistically deep and
- hot clouds are assumed. Clouds that include entrainment and extend only to
200mb or below will generally have maximum (T,—T) in the lower
troposphere (Ceselski, 1973). This is particularly true if the disturbance in
question is relatively warm in the upper troposphere, as is often the case.

Recently, Edmon and Vincent (1975) have employed Kuo's scheme, as .well
as the modified scheme by Krishnamurti, to calculate the latent heat released
in a case involving the intefaction of tropical storm Candy with an
intensifying extratropical baroclinic frontal system (0000—-1200GMT 25 June
1968). Comparisons between the convective latent heat released and actual
precipitation rates show, in general, that Kuo's scheme and Krishnamurti’s
scheme fail. They state that there was very little convective latent heat
released in the computational region, even though there were widespread
thunderstorms during the analysis periods. Therefore, it is necessary to
modify Kuo’s formulation so that the modified scheme may be applied in
middle latitudes.

1V. MODIFIED PARAMETERIZATION OF CUMULUS CONVECTION

Before discussing any modifications, a few statements about the  cloud
ensemble model proposed in this study are appropriate. Here we assume:
that the hydro-thermodynamic fluid properties in area ¢ are the same as
those of the envircnment before the clouds form. Later, clouds form and the
whole area o is covered by clouds, and the hydro-thermodynamic fluid
properties in ¢ are changed from values typical of the environment. During
the formation period, entrainment and detrainment, condensation, evaporation,.
and induced subsidence in the environment may occur. The formation period
can be divided into two stages; in the first stage moisture is supplied to the-
cloud and in the second stage condensation occurs. The conservation law for
water vapor implies that there are two sources of water vapor available to
produce clouds in a layer. One is the large-scale moisture spupply (i. e, the
apparent moisture sink) through the lateral boundaries, and the other is
vertical moisture convergence inside the cloud across the upper and lower.
boundaries of the layer. In other words, during the first stage, for the
modified scheme, the rate of increase of mixing ratio in a layer-in the cloudy
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region is formulated as

B, _%~+—(Maqc) (10)

The second term on the right-hand-side of (10) allows the low level moisture
convergence to produce a high level release of latent heat. If (10) is integrated
from the top of atmosphere down to the surface, we have

lj B, dp=— lj ’aq dp— 1ﬁjjsv-ﬁdp+E,
=(1-d) ML.

The above expression is the same as that used by Kuo to determine the rate
at which moisture is supplied to form clouds. During the condensation stage,
a part of the moisture supplied to the cloudy region is utilized to increase

the mixing ratio from ¢ to ¢., and the other part is condensed and latent heat
is released. Since the moisture required to produce a unit mass of cloud air

(i. e., to increase the mixing ratio and temperature from ~», T to q., T¢) in a

layer of thickness §p is—- (h —#h), for the modified scheme, the production
gL

rate of cloudy air in a layer is expressed as

[ _ B if B,>0
B=| G-h)/L
0 if B,<0.

On the other hand, the conservation law of energy implies that the latent
heat released in a layer can be divided into two parts. One part is utilized to

heat the air inside the cloud in that layer from T to T¢ and the other part is
transported to adjacent layers by the vertical motion in the cloudy region.
Therefore, for the modified scheme, the latent heat released is formulated as

Qe=B (s:—5) —- %(M.,sc), | (11)

where——i(ﬂffgsc) is the vertical divergence of dry static energy in the

cloudy region. The latent heat released is zero if &, is negative; the level
where Q. is zero is assumed to be the top of clouds. In other words, the
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latent heat released is assumed to be zero at the cloud top. If M, in (11)
is zero, and B is replaced by (1—6)M./M,, (11) is reduced to Kuo's expression
for the latent heat relcased. As shown by Fraedrich (1973), Kuo did not
account for the vertical mass flux inside the cloud. Comparison of (11) with
(A. 13) indicates that a significant modification is that the effect of cloud
mass flux on the latent heat released is included in the modified formulation.

A comparison of the modified scheme with the cloud ensemble model
proposed by Yanai et al. (1973), may clarify the physical processes allowed in
the modified scheme. According to Yanai (1973), if the cloud ensemble is
assumed to be in quasi-equilibrium with the large-scale forcing mechanism
(Arakawa and Schubert, 1974), the budget equation for heat inside the clouds
may he written as

%(Mgsc)+2‘si—s—2tD¢sc¢+LC=0, (12)

where e, D; and s.; are entrainment, detrainment and dry static energy of
the i-th cloud, respectively, and C is the condensation inside the clouds. Since

Qc=L (C—e), (13)

where e is the rate of evaporation of liquid water detrained from the clouds,
combination of (11), (12) and (13) implies

B(s.—s)=—le;s+ }:,‘D}s“ —Le. (14)
i i

Eq. (14) shows that entrainment, detrainment, and evaporationare parameterized
in terms of the temperature difference between the cloud and the environment
and the production rate of cloud air. Furthermore, substitution of (11) into
(1) leads to

ds —oM;. -
Q- 3=—Mc7p———"3—aE—+B(Sc-'S).
The above equation shows that the apparent heat source for the large-scale
motion field, in addition to @, consists of an adiabatic warming due to
downward motion outside the clouds which compensates upward motion
(positive M) inside the clouds, a cooling due to the vertical mass divergence
outside the clouds which compensates the vecrtial mass convergene inside
the clouds, and a warming directly due to the increasing dry static energy
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inside the clouds. ,

For the modified parameterization scheme, in order to determine the
latent Hheat released utilizing (11), the cloud mass flux M. has to be
determined first. A simple two-layer model, which consists of a primary

and a detrainment layer, is suggested to accomplish this purpose. Except

near the cloud top where a strong detrainment layer exists due to the strong
negative buoyancy above the cloud top, the vertical mass convergence inside
the cloud in the primary layer is assumed to- be proportional to the mass
convergence of the large-scale motion and to the fractional increment of
moisture inside the clouds; i. e.,

4gp—Mc=2Ma, where | | ' (15)

=K,y T Kz(-‘?}—jl). - (16)

Indeed, (15) is similar to the conventional entrainment model.
In the defrainment layer near the top of the cloud, the cloud ensemble
model is described by the following three equations: A )

9
0:-— —_— oy
D+ apM | (17).
0= —Ds.+ :p (s:M)+LC, ' (18)
)
0=—-Dg.+—2 _(g. -,
_ ge+ 5 (g-Me)—C _ (19)

"The latent heat released is specified as

P N I -
S AR e T T .

Qe=—-—%-(seMc)+Ds==LC. | o)

Egs. (17), (18), and (19) are similar to those of the cloud ensemble model
proposed by Yanai et al. (1973) except that here entrainment is assumed to
be negligible compared to detrainment. Eq. (20) shows that production of
cloud air is neglected. Evaporation also is neglected because the liquid water
content of the clouds is very small at high levels. The solutions of (17),
(18), and(19) are

eMq_ )

ap (21)
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d

Se, and (22) -

2 _
- h==0- . ’ 23
» @

Egs. (21), (22), and (23) are three equations for four unknowns, T¢c, Me
C, and D. In this section, one more equation is introduced by assuming that
the. detrainment, D, is constant in the layer such that the cloud mass flux
Mg:is zero at the top of the clouds; i. e,

_ M*c

4p
where 4p is the depth of the detrainment layer, and M¥ is the cloud mass

flux at the bottom of the detrainment layer. |
In order to make sure that the modified parameterization scheme is

reasonable, the procedures described in section I will be utilized; results of
this investigation will be discussed in next section. Also, the modified scheme
will be compared to Kuo’'s (1965) scheme.

IV. TESTS OF THE PARAMETERIZATION OF CUMULUS CONVECTION

In the following paragraphs, Kuo's scheme and the modified scheme are
examined by utilizing the procedures discussed in Chapter I Eq. (1)—4)
along with the associated boundary conditions are used in this examination.
Since these four equations contain five unknowns, s., ¢., %, M, and &, an
additional equation must be obtained from the formulation of latent heat
released, Different formulations of @, provide different solutions. When Kuo’s
scheme is examined, Q. is formulated according to (A. 13), and when the
modified scheme is investigated, Q. is formulated according to (11). The
solutions include the latent heat released, the height of the cloud tops, and
four bulk properties of the cloud ensemble, s., ¢., . and M.. These bulk
properties, the latent heat released, and the height of the cloud tops reveal
physical insights of the mechanisms involved in each parameterization scheme.

After the evaluation procedure is completed, the latent heat released by
cumuli will be determined directly, utilizing both parameterization schemes-
The computed latent heat released will be compared to the observations, i. e.,
to the precipitation which is required by the large-scale budgets, and to the
solutions obtained by utilizing the evaluation procedures specified in the
preceding rections.
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All data are from the s“ec‘ond NASA Atmospheric Variability Experiment,
(AVE 1I) except for the radiation data.” There were fifty-four rawinsonde
stations participating in the AVE I Pilot Experiment as shown in Fig. 1.
Soundings were made at three-hour intervals at each station beginning at
1200 GMT 11 May 1974, and ending at 1200 GMT 12 May 1974. The data were
obtained during a period when convective activity was preseht, large horizontal
temperature gradients were evidentand rapid changes in _ weather patterns
were occurring. The data area is over the eastern United States east of
approximately 105°W longitude. Radar data were obtained from eleven stations
located near the center of the observational area, and as much data as
possible were collected from the NIMBUS 5, NOAA-3, ATS-3, and DMSP
(DAPP) satellites.

The radiation climatological data are from Rodgers results (1967), which
are available in the region 0—70N, 1000—10mb, and for the months of January,
April, July and October. Because the AVE II pilot experiment was held in
May, an average of the data for April and July will be utilized in this
research. o

The synoptic situation of 2100 GMT 11 May 1974 is shown in Figs. 2 and
3. We choose this particular time because a deep-conditionally unstable layer
exists over a wide area of the southern United States. There is a cold front
across the central part of the country and a warm front extends through the
northern states. Three lows and two precipitation areas appear on the map
at the analysis time. Also, there is a deep trough in the upper levels extending
from north to south-across the central United States.
 The grid system is shown in-Fig. 4; the polar stereographic projection is
utilized. The standard latitude and the standard longitude are 60°N and 100°W,
respectively. The 11 by 13 computational grid is oriented so that the y-axis is
perpendicular to the standard longltude The map scale is 1:15,000,000, the
upper-left-hand corner grid poznt is located at x=12.6 in and y=0.97 in (the
origin is at the North pole), and the grid interval is 190.5km on the image
plane,

The schemes for the interpolation of each field variables from stations to
grid point and the optimization of wind velocity are exactly the same as those
in Liang 1976; the values for each paramter in these schemes are also the
same. :

- 7 The tests are performed at grid point (8, 9). where a deep unstable layer
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exists from the lifted condensation level of the surface layer up to the 100-mb

level. The horizontal diffusion terms V-_T?’ s’ and V-?’ g' are computed by the
use of nonlinear horizontal diffusion coefficients similar to those used by
Smagorinsky et al. (1965) and.Manabe et al. (1965); i. e.,

- —
v Vs’ =y(K,V s5)

—— .
v-V'g' =V-(K.V¢q),

K, = K. =5kab¥(Di+ D),

where
ou av
o T oy’
pe ol

k, is the Karman constant (0.4 in this study), and 4 is the grid length.
The results show that values of these horizontal diffusion terms are one or
two orders of magnitude smaller than those of the apparent heat source, Q.
and the apparant moisture sink, @.. The local time changes of the dry static
energy and the mixing ratio are determined from observations at 1800 GMT
and at 2400 GMT 11 May 1974. Results show that. these two terms are not
negligible. The divergence field and the o field are optimized according to
the procedures described tn Liang 1976, and are shown in Figs. 5 and 6. The
lifted condensation level is computed according to Inman’s approximate

formula (1969). The temperature T, the mixing ratio g, the dry static enefgy
s, the moist static energy h, the saturation moist static energy h*, th

apparent heat source Q,, the apparent moisture sink @, the radiation Qs
and the derived vertical eddy heat flux Y are shown in Figs. 7-11. Because
of the large horizontal gradients of moisture and temperature in the middle
latitudes, the apparent heat source, the apparent moisture sink, and the derived
vertical eddy heat flux are about three to five times larger than those of
the tropics as determined by Yanai et al. (1973).

In~order to obtain a better comparison between the observations and the
results computed from the parameterization schemes, the required precipitation
is determined from the large-scale heat and moisture budgets as follows. Let
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us assume. that the vertical eddy heat flux and the vertical eddy moisture
flux is zero at the cloud tops, i.e.,

Me(so=5) pp, =0

MG(QG_'_Q—.) p=p‘ =0-
Then, integration of (1) leads to

., |
é;f 7 (Qi—Qu)dp=LP,+S., (24)

where P, is the total precipitation inside the clouds, and Ss is the rate 0,
transport of sensible heat from the surface. Since the observed tops of cloudg
are near 275 mb, computations based on the large-scale heat and moisture
budgets indicate that the required P, is 0.08 in Ar~'. This amount of precipation
is reasonable compared with observations from the National Weather Service
radar charts (2035 GMT 11 May 1974) and Service A teletype reports. "

In the evaluation of Kuo's parameterization scheme M, is determined from
(9) and B is specified by (10). Because the production rate of cloud air, B,
depends on M., the equations are nonlinear integral-differential equations. A
Runge-Kutta method and an iterative technique are utilized to solve the set
of equations. The solutions are shown in Figs. 12-15 From these results and
(24) the precipitation rate is 0.00966 in Ar-!, and the cloud top is at 556 mb.
Compared to observations, the computed precipitation is one order of magnitude
smaller than that observed, and the top of the cloud is about 300 mb  lower.
Furthermore, the cloud mass flux M. and the residual mass flux in the

environment, M, are unrealistically large. These unsatisfactory results may
be understood by the following discussion. "
Let us rewrite (1) and (2) as follows:

Qe=0,— Qn"% [Mc(ﬁ'c”"s_)] (25)

Qc.-/z:=QZ/L+(.§’;> (Melge—a). (26)

The first two terms on the right-hand-side of (25) indicate that a part of
the latent heat released in a layer is utilized to heat the atmosphere in that
layer, and the third term denotes that the other part of the latent heat
released is utilized to heat the air in the adjacent layers by means, of the
vertical motion inside the clouds. The first term on the right hand-side
of (26) indicates that a part of the precipitation in a layer comes from
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condensation of water vapor in that layer, and the second term shows that
the ‘other part of the precipitation comes from the moisture of adjacent layers
by means of the vertical motion in the clouds. In other words, latent heat is.
released as condensation occurs and the dry static energy in a layer is
increased. At the same time the vertical eddy flux terms account for the
redistribution of moisture and dry static energy. However, because of large
horizontal gradients of temperature and moisture in the middle latitudes, the
apparent heat source, ;, and the apparent moisture sink, &, are very large

and (s¢— s) and (ge— g ) are very small. The vertical eddy flux terms may
trahspe_rt the required energy and moisture only when the vertical m’as_s

-~

dwergence (or convergence) inside the cloud, a p , is extremely strong In

other Words the cloud mass flux must increase rapidly with helght Accordmg.
to’ (3) and (5), the cloud temperature can be expressed in terms of Mo, Y,
and large -scale variables as

T.=T+ 57 lar. ~L @0} |
Erom the above equation, it can be seen that as M. increases the CLUUd
temperature decreases When M. is sufficiently large that

M > Y(Q*_' Q)

the cloud temperature w111 be less than that of the environment. In other
words; the rapid increase of M. with height decreases the cloud temperature
and _therefore, suppresses the vertical development of the cloud. ’I‘hls phenomena
is verified by the low tops of clouds and the large cloud mass flux-in the
solutions of the examination of Kuo’'s scherne, The dlscussmns 1nd1cate that a
suitable modified scheme should consist of a better ‘mechanism to transport
energy and moisture vertically. ‘ -

The equations and associated boundary conditions utilized in testing the
modified'- barameterization scheme are the same as those used in testing Kuo's
scheme except that the latent heat released is formulated according to (11).
The equations are nonlinear ordinary differential equations, and a Runge-Kutta
method is utilized to solve them. The solutions are shown in Figs. 16-18.
From these calculations and (24), the precipitation rate is 0.075 in Ar~%, the
tops of clouds are at 260 mb, ahd the maximum latent heat released is at. 450
mb. These results agree evry well with the observed values.
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In order to better explain the improvement of the modified scheme,-"let
us decompose the total latent heat released, as given by (11), into three
components as shown below:

Q. = Q, S5 s RACTEL) _a
(he — h) he—h

- Each term on the right-hand-side of the above equation is evaluated and
the results are plotted in Fig. 19. The first component is due to the large-scale
moisture tonvergence, the second is due to the vertical transport of moisture
itnsidé the cloud, and the third represents the vertical divergence of the
dry static ,enérgy. These three components are nearly equal in magnitude.
Therefore, ;the latent heat released in a layer may not be confined to that
layer; the vertical transport of released latent heat is a significant mechanism
involved in cumulus convection. Because of the third term, the maximum of
the latent heat released is at the 450-mb level. In order to gain insight of
the physical meaning of this component, let us consider a special -case. If the

apparent heat source, @, is negative such that the rate of increase of
moisture in a layer inside the cloud, B,, is zero, i.e.,

(Mege) — (SeM e}

| QL = ~ 35 (Mg, @
and (11) becomes.
Qo= — 5 (M.s.). | @

In this situation, although the production rate of cloud air is zeto, latent
heat is still being released because of the nonzero vertical mass flux inside
the clouds. The cloud acts as a machine which pumps the moisture and the
dry static energy from the lower levels up to higher levels or vice versa.
Alsd;. because the freezing process may occur at the upper levels, the ma-
ximum latent heat released may be at the higher levels. .
So far, examination of the modified scheme by the use of the large-secale
budget equations shows that the modified formulation of latent heat released
can better simulate the physical mechanisms involved in the release of latent
heat. However, from the parameterization point of view, the cloud mass
flux; M., and the cloud temperature have to be determined first in order to
utilize the modified scheme to compute the release of latent heat. In this
section, M. is computed according to (15) and (16). Utilizing 1000 mb as the:
pressure scale and 107 sec™' as the velocity divergence scale, these 'two’
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equations can be nondimensionalized, and the dimensionless values of X, and
K, are specified to be 0.18.

Following Kuo, the temperature of the cloud is regarded as the temperature
of the moist adiabat through the condensation level representative of the
surface layer. Calculations of @. and M. are shown in Figs. 17 and 20. Also, for
the modified scheme, the precipitation rate is 0.0822 in k7™, the cloud tops
are at 220 mb, and the maximum of the latent heat released is at 400 mb.
Compared to the observations, the deviations are only a few percent. |

The latent heat released by Kuo's original scheme is shown in Fig. 17. le
is about the same amount as accounted for by the first component of tht
modified formulation. As mentioned by Ceselski (1973) the. maximum latent
heat released, computed from Kuo's scheme, is often in the lower troposphere
this is verified in Fig. 17.

V1. CONCLUSIONS

The main objectives of this study are to evaluate the applicability of
Kuo's parameterization of latent heat released in middle latitudes and to
develope a modification of his theory. The evaluation is performed through
the combination of the large-scale heat and moisture budgets and the
formulation of the latent heat released. The results show that the precipitation
rate computed from Kuo's scheme is one order of magnitude smaller than
that observed and the top of the cloud is about 300 mb lower in middle
latitudes. Further analysis indicates that Kuo’s scheme does not consist of a
suitable mechanism to transport energy and moisture vertically.

In order to improve Kuo’s scheme upon the treatment of the interaction
of deep convection with the environment, modified scheme consists of
considerations of the large-scale moisture supply and of the vertical transport
of moisture and of dry static energy inside the cloud. Also, a two-layer cloud
ensemble model is combined with the modified scheme. The evaluation of the
modified scheme is performed by combining the large-scale heat and moisture
budgets, and the modified formulation of the latent heat released. The resuits
show that the precipitation rate and the top of clouds computed from modified
scheme agree well with the observed values. The theoretical analysis indicates
that the latent heat released of modified scheme consists of three components,
The first component is due to the large-scale moisture convergence, the
second is due to the vertical transport of moisture inside the cloud, and the
third represents the vertical divergence of the dry static energy. These three
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components are nearly equal in magnitude. Therefore, the latent heat released
in a layer may not be confined to that layer; the vertical transport of released
latent heat is a significant mechanism involved in cumulus convection,
Furthermore, because of the vertical transport of the moisture inside the
clouds, latent heat still may be released even the production rate of cloud air
is zero. The cloud may act as a machine which pumps the moisture and the
dry static energy from the lower levels up to higher levels or vice versa.
The comparison of original and modified Kuo's scheme concludes that the
most important of the modified parameterization scheme is that it models
physically realistic processes which may be verified by examination of the
large-scale heat and moisture budget equations. Another significant feature 1is
that the modified scheme is consistent with a variable cloud ensemble model]

which may be time dependent or static, and may or may not account

for entrainment, detrainment, and/or evaporation. If large-scale moisture
convergence above the cloud base is neglected and cloud mass flux is assumed
to be constant with height., the latent heat released in the modified scheme
becomes proportional to the cloud mass flux at the cloud base and is similar
to that proposed by Ooyama (1969) in his numerical simulation of the life
cycle of tropical cyclones. Furthermore, the vertical distribution of the latent
heat released, computed from the modified scheme, has a maximum value at
the 400-mb  level which is physically understandable and is verified by

observations (Reed and Recker, 1971). These features are not present in
Kuo's scheme. o

Although results obtained with the modified scheme are very encouraging,
they are still f_ar from perfect. For example, the two-layer model which is
utilized to determine the cloud mass flux should be improved. Extensions of
this study probably should be focused on the following subjects.

(a) Improved treatment of evaporative downdraft cooling. This niay be
the biggest defect of current versions of all parameterization models. The
downdraft cooling is a very effective mechanism to transport the horizontal
momentum of upper levels downward and increases the low level mass
convergence around the cloudy area. The low-level mass convergence indpqu
by downdraft cooling can not be observed by the present observational
network and should be parameterized in terms of large-scale variables and
bulk properties of a cloud ensemble. This may be performed by dividi_ng'thé
cloudy area into downward and upward regions (Asai and Kasahara, 1967); the
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interaction between these two regions and between cloudy regions and the
environment may be revealed by consideration of two sets of cloud ensemble
equations. Combination of considerations of downdraft cooling and of the
spectral distribution of cloud properties is a very challenging problem for
future research.

(b) Improved treatment of the sub-cloud layer.It is evident that accurate
determinations of the mass flux, temperature, and moisture content at cloud
base are very necessary for accurate computations.of latent heat released and
of bulk properties of the cloud ensemble. However, because of the poor
understanding of atmospheric turbulence, estimates of the flux of heat,
momentum, mass, and moisture into the 'cloud base 'from the planetary
boundary layer are still highly uncertain. Variational optimization of ther-
modynamic properties and of the wind field may be utilized to improve the
realiability of the computations by employing a planetary boundary layer
model. A feasible model should be consistent with the large-scale motion field
above the palnetary boundary layer such that the derlved eddy heat flux, Y, is
nearly zero at the top of atmosphere (or at the tops of the clouds).

(c) Inclusion of the spectral distribution of cloud Properties. The clouds
may be divided into continuous or discrete categories according to the
heights of the cloud tops; it may be assumed that the cloud bases are the
same. Since the cloud properties are different for different categories, the
“latent heat released should be _differen't for different clouds. In order to find
the cloud properties and the latent heat released, the spectra of the cloud
population should be found first. This may be the key problem for further
research | |

(d) Improved treatment of I‘adlatIO"l term. The radiation term in this
study is computed from Rodgers’ climatological data. Indeed, clouds can
change the radiation dramatically. Some tests show that clouds in an overcast
situation change the radiational cooling by one order of magnitude. However,
better radiation results depend on better cloud mformstmn and the cloud
information is unknown in the convection parameterization problem. In order
to solve this problem, combinatiofi of the parameteriz‘ation of cumulus
convection and a radiation model may be necessary. ' |

(e) Incorporation of scheme into a numerical prediction model. After
applying the modified parameterization scheme in a diagnostic sense on
several data sets, necessary modifications should be determined in order that
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the scheme may be 1ncorporated mto a reglonal numerlcal forecast model
such as Kreltzbergs (1974). The scheme should then be inserted into the fo
ecast model and tested on real cases.
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APPENDIX A
KUO'S PARAMETERIZATION SCHEME

- The large-scale flow variables are interpolated to the grid points of a
horizontal grid system with grid length Ax=Ay=A. The value of the large-scale
flow variable X,; at any grid point can then be taken as representing the
average of X over the area A=A? centered at this point, while the actual
value of X is given by the sum of the aver-age value and the departure.
1. e,

X=X+X X=%J",.XdA, X' =0. (A1)
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The grid area A is chosen to be much larger than the area oeccupied by a
single cumulus cloud and its surrounding desceading region such that a largeq'
number of clouds are included in A.

. The equations for the potential temperature @, the water vap‘orAmixing

ratio g, and the horizontal velocity V of the large-scale system can be written
in (x,y,p,t) coordinates as shown beicw. The equation for energy conservation
is

dﬂ QR . C CL—‘ C C1 @ fé;___v'?'f g’ , | (A 2)

5 |
Also, the equations expressing conservation of moisture and momentum are
d7 - Y R - '

_di_ii__ CL _"Tq — ___Cl_ ap ! ! _V. Vf qf s (A.B)

d V — — .'an — s
LY fEx V+ v —F =%57— ~Viy?, (A. 4)

respectively, where'C}, and C, are the condensation rates produced by the
large-scale motions and by the subgrid-scale convective motions, respectively,
L is the latent heat of condensation, Q. is the heating rate by radiation and

turbulent diffusion, 7T, and 1_“? are the rates of turbulence -diffusion of

moisture and momentum, respectively, d/df is 6/3+V A+ ‘”ap' and =

(2£/1)* C,. The other symbols have their usual meanings.

Assuming that at any given moment the active clouds, including their
strongly descending parts, occupy the fractional area o, while their enviro-
nments occupy the fractional area (l-¢), and denoting the flow variables in
the active cloud regions by a subscript ¢ and those in the surrounding
regions by a subscript d, we then have

= (1-0) X: + oX., | (A.5)

where X stands for either w, V, 6, or ¢. Also, by means of  algebraic
manipulations we obtain -

;,"'Xfr._lfi_.(mc —-w) (X, - X) . (A6)
Since ¢ 1, w. { { », we get
w’ X’i-awc(X“—Xc) ,
=M.(X-X.) S (A7)
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=M (XX, if Xe=X. _‘
Deep cumulus towers and cumulonimbi appear to be associated with a déep
conditionally unstable layer and the presence of large-scale convergence
(Riehl 1950, Riehl and Malkus 1961). The former of these two conditions make
it possible for huge cumuli to penetrate into the upper troposphere and the
lower stratosphere, while the latter condition provides a general lifting

mechanism to trigger the convective instability. These two conditions can be
represented as follows:

HHA0, >K,
, - (A.8)
—twn > K (p.— %)
where A;B_G is the maximum difference of the equivalent potential temperature
in the conditionally unstable layer, H; is the depth of this layer, H, the
height difference between the level where 8, is a minimum and the level

above when 6, is equal to its maximum value below, ¢ is the period of the
large-scale flow, P,—P* is the lift needed for the surface air at the level 2,

to become saturated, wn the maximum low-level p-velocity, and X, and K,
are critical values of instability end low-level convergence, respectively,
which ensure that deep convergence will develop. Kuo used the net
convergence of moisture into the vertical column of air of unit cross section
produced by the large-scale flow and by evaporation from the ground as one
fundamental parameter. Let this quantity be AM;; then,

l p* —_ R s —_ I
Mo=— LT GV apr oGV (T -7, (A9
gv 0

where subscripts s and o indicate values at the surface and at a nearby
higher level, respectively, and Cp is the drag coefficient.
The amount of moisture needed to create a deep cumulus of area ¢ and

pressure depth f,—p. with temperature 7. and saturation mixing ratio
g:(Te) is

This is supplied by the large—scéle convergence of moisture in time r. Hence,
M
o="yr (A.11)

where 7 is the half-life of the cloud (approximately 30 minutes).

— 223 —



Wen-Jey Liang

Let's assume that a fraction (l-b) of the total convergence of moisture
M. is condensed and either precipitated out as rain or was carried away,
while the remaining fraction b of M. is stored in the air to increase the
humidity (including the influence of evaporation of condensed water). That
is to say, we have

Do 34
bML=%;f 0 29.dp . (A.12)
Now, according to Kuo (1965), the rate of the release of latent heat Q¢ is

Qo = %CP(Ta—T)(l—b) - (A.13)
Also, according to Kuo (1974), the vertical velocity wc is approxmated as

— 6:"‘ 0_-—
R €T TS (AL

where (20./p)es =30/ 0p + -5 (3a./3p)

. F
Kuo suggested that the temperature 7. of the cloud can be taken as the
temperature T, of the moist adiabat through the condensation level of the

representative surface air, as a first approximation.
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e 99 o mmmpa’Yt pream e’ . @EARYUAL (Ann. Rep. Inst. Phys.

~ Academia Sinica, 1973, 1974) HZERMAL - EHERRHE

dQ dQL d@Qs
dt = dt ~dt ) (2.6)
dQﬁuwo 06 Cpw 4S & <0 ‘l

= 0 % w>0 B p<700mb 21
i 1245:1—%}&20 !

Heh Ty BTRBEERBE . 4T'=75°K f—BRWR o
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der =A|Vio |(Teea—Tro00) (_P__)z i .-
A =0.001 ® Tuu>T1ooo . P (28)
=0.0001 & Toew<Tioo (
|V1000[“07|V900|-—-07(u +v )05 ‘

g [ (22) RY « ) wE L2l X%y %’(5}] ’@ﬁﬁf}ﬂ? (scale analysis) B3]

vio=f(Gt- -+ 27 (29)

FUFHS » Wl u, v RBSH o

3. IR ZEE (nitialization: Balancing the initial data)

RBAHREERES (large-scale motion) AT ERIEA (Quasi-balanced state) » EEH|
SERMT WL » B L 0L » AHEEREERE I ANBMEANHT o BRILTN BB Y
TEEDARBHENEEFE » SEREBPHE AT REEHRER 2 E o FUETES NS ERER
- EEN ERTEEITERE L PERRE » AXFRGFEREEESHES (balanceeq.) »
Omega HER » HBBENHERAMAM K BR o HENSBRE (1974,1975) X HHF » EEEHE
SRIEREE > T
WHRBERBSWER » BEEEBEN » ﬂﬁﬁﬁl’ﬁﬁ*ﬂfﬁ (rotational part) Rh#EEE (stream
function) ¢ KRB - FFANAXBFEHER

frg—u L2t — g2 =109 BCEY

K f BHEBH (corlohs parameter) o XEHFEZ/LE (31) RLEABRBEKAR (elliptic type
) Efi%*ﬁﬁﬂﬁﬁﬁvﬂqﬁﬁd\ﬂi (Hawkins, 1972) Eﬂ
r=UCGh— D+ rove T avsver E >0 (314

BB K ER 9B smooth BREBH 2v0+/)e i BETANS » BEFTEHFRERFTEE
RVEE® (imaginary solution) o354 ( Joe ZMEPNRE IS RBSLESRT » R8N
MLEBH 02510 Juel - MEBERE > EXLBAF LREASE o mEFRL  Joufd > TR
REBHERS ¢ R WIBT8EEES (initial balanced geopotential height) #{H o (CITFRBHES
AE) - BERLEASHEEBREREANBERTRAKL » 2% A AR REZ s {Shiau, 1975)
PR (30) AB®m LARE

Vz¢+§f2—Vf'V‘/’>0 (3.1.B) .

HR{E © BRBERERO W smooth RATHER » B4 BTN 0°= - i 6 BEOK smooth &
MINLRE 5 f BldERs [ ZT0E - EX G, ) FEF G L B) 24 » RALEES
PEMBREB LN gVt S~V + V) > HESTERRL  MLERER > AETE

BB > hETHREEE (3.1) & lteration REBEHIE - @8 Iteration n+1 K& |4"'—¢| <e
& R R—ERNZER TRE ¢ Z(Ee B Tteration ZRESSTEMEI2% (ST ks
K. RBBE) o 300mb @E12K 5 K= EFAI2ARBIER o m&ﬁm3%mbﬁﬁﬁﬁiéﬂ¢ﬁﬁ$
P (BRam g FATERERKUBRE (RFEBEAREBH HARZ— -
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CHEESEEEREE SN HEAHANS
o¢ __RT

b P (3.2)
o Proooz e
o=T (ymier
QEMEEME (divergent parts of wind) y B AEARE »
Vo= — _gs;_ : (3.3)

BRoZHERE o R ¥ HAREBR - [teration n+1k » F |y H—3" | <10%ec™! » RE y fH o
BitERSB u, v

___ 8¢ 8x ,
u= dy + ax G4
_ 0¥ 9%
V= Tox T oy (35)

WEEEEH Omega FHENRKE :

N 86 o .9 R _dQ
(3.6)
gy (=g VF O+ S I i)+ STV |
ﬁ-*.o*=a*0.06is-§ >02qg E w<0 m p>500mb
_ i i 3.7
=0202 7 | # w20 ® p<500mb @0
o BENREE (static stability) » TETRR (A1) RRE
go 1 360
 pf @p
_o%¢ 1 3% X))

R
_abz + ( 1+’cp‘ )"7p* ap

o= b (EREE)
X (3.6) Ay ZBHEFEE (absolute vorticity) o iR PR 0 BIL HEBF o Iteration n+1
X E  |o'—ow"|<£10"mb/sec o %K%*ﬁtg*ﬂﬂtﬁ(})’;ﬁ@)ﬁﬁﬁﬁ s BB EEARLE o T
BE—HEPFERIEHREME u=t, vi"f, §7%, ¢'=to, y'=ta

4 HEMEBREREFGEH

AXFERERREERPER VX-1) » (NY =13 N =20, NY =14 » B3 EHREE - &
MM ZERE d=3325 4H - @BEPLE 125°E, 20°N s @1 (=10, j=8) Zi#i¢ (AE—
BER (21) RE (25) R ru, v, 6, ¢ BEHERSBEDL o BRBEPR (REZ) - EEARH
L5 eI » ZEHEME » 2 300mb, 500mb, 700mb, 900mb EHE w, v, 6, ¢ i+ 200mb, 400mb
600mb, 800mb _F3HE o, ‘0”; —g}’;—zm, B, g;, —g;:{}z £00mb }, 1000mb SREHER
(AE=) - a
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(4.1)

A A, B, C H#¥ > 1 850mb, 700mb500mb =BHLEETH R o
(21) XE (25) AR (29) ATRBHESHER » HHMT (Miiler, 1665; Shuznan, 1957)

- . e - .. Y
u‘ =—-m”[u’”u :+ U:v z+ ¢zv]_ wr up:w:_i_ fzv 1)"'” (4_2)
e e . -y
v =MW DI + 0V 0, B, —w? 0, —72;'2” (4.3)
—_ A . TY -  zzyy

0:'= m’”[u’”ﬁ”-{r-v”ﬁf]—w" 07+ o (P PR (dQ %?—) (4
B T ey

MM UTPEL g ¥P) = — gy (4.5
. -R/C, .

Pl =—-‘3(&°99) R (46)
T e v e 2 .
d2 j V¥ —Uy b 4d3 J(Z-’.,Z)) ol

) ) 1
e AvusT =116CAi+1, st Ay st Ay, oAy, _r_i)-i-é CAivy, s+ A4y, T4 40

Ay, _1;+ AU ’ (4.8
- Iy

A 8.4 (AvanprtAean o —Accgoi— A =)+ \A-H.J"-Al 1) (4.9)
- TTY

A, =8'd__y’(At+1,1+l+/[I_1,J+1—A$+1:!-1—4"1‘-1,!—1)"‘4'_4_')" (A pi—Agi) (LI
-3y .
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Ezj”=i‘(wu+w1..1,;+am..1+m1_1,,_1) (4.11)

up=he —u )0, = o ), 0, =L mny a1

Fu ZAP ket ko) P 240 Ty e’ T TPy 4p NTFTUE .
(dp)z (wt+1+a)k.—£ 20);) (4 13)

=W ¢ REHEEZRERS  HevEH 1, 9, p %m?&%!’aﬁﬂizﬁﬁiﬁﬁﬁ:ﬂﬁ&% A RETHE o
J #7R Jacobian operator » #f Arakawa RyH: » BiBEEZE S (the square vorticity) R&)
#BsFiE o (Arakaw, 1971

AR E LR EEE » HSTESRE .
(M8 (42) R> (43) R (44 KRGHTHBE s, v, 6 @ FHEMES (time advancement
' RBT RANAREEEIE » TR ut=tots, yintotdt izttt
@)E (4.7) R » fRA uintordt pi=iotst SR giutotat g
(3 (45) R fRA ui=fotdipi=tordt RIF i=tetdt o
WHEOSBERQVBEERE TR + E =24 /NeFL o

5. EpEIEE4S (Time advancement)

AN AREREIRS 3% » BB 4 5658

(1) t=0 B¥H forward time advancement hl+1:h:+d:(%t£)t
(5.1)
% t>08%/ centered time advancement Bttt =pe=t g g3 __):
(2) Euler~backward time advancement » X} EHER
— oh
R =k At G
(6.2)

h:ﬂ___h!_'_ At(g_%)t
Heb bt BE—SNAE ¢ BXZE h* B—#JE (tentative value)

6. @E=xEsTw (Case Study)

FYBTRBREERZ 197149 7 22 B 0000 Z (Bess RANBSHEESNTT—F) - HERE
600mb, 800mbiR EEERs#: (RME—) K850mb, 700mb, 500mb, 300mb HEE (raw data » ELEFY)
BAME 00mb HESE » BEIE smooth BAEESMEN - mqiﬁﬁﬁﬁﬁﬁ@fﬁft&ﬁ@llﬂ:ﬁiﬁ
ZOREES (REXN) « UEEBRAFESES » &3 24 PEHARES o EEENS R ST
forward and centered time advancement {ER¥REIES » &1 A EREBATEBATEER » 300mb B
S00mb XFHEHBEAEEFREND » SFEIZNSER2UNSRE R (REE) BED BRAZ AT HEEE
HIRENBEARER c EXEXREH » HBAEASHEIL - %A B ZEE AT SR @AE EH-300mb
R 500mb X rEEERMRE A ABL » BLL forward and centered EFSIESIHE 6~12 PER »
300mb BEBELASFRARETEY » EHENENGERR (REID - BEERERR  EAYE
TRBXAAFTINHEIEEY Euler-backward time advancement HE 24/ RRNE AR
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(REA) » (EREREEGE—RIREE - U UBH8FHEsE CDC CYBER 72 RE T3 B f2a
RERIFRBIGT B » BB #9800 -
XA RNARES (# 8 Euler-backward time advancement) o
BEEL S RESE (fixed boundary condition)
RS RS R FNRERE R o » 80

qu_dy_0d¢_ a0 _dw_
ot Tat—at —gt—ot —w=0 (6.1

AR 6/NEES » 300mb BMERLE LASAAHE—ES » BRSNS MMTER » Ko NSHERME
U o HEEEAR BRI AFRT A8 (rigid body) > BBBIHLR WK » BEYE » 3
RERHER AR » B FRES o
(2)H B8 58 R4 (free slip boundary condition)
REMRESR LR hBE F 1971 KEHBEERE »1972) R
¢ﬁﬁﬂ A Pan P ann-m

basn—m"Yar 0 anpn—p

(Vnormal) ,&ﬁiﬂ—*i@ —ZCVnurmal) i—éﬁ“‘(Vnormai) éﬁﬁmﬁ ( (6.3)

(Vitangent) A §:(Vmgent) BRNE
BERE AR E A R A R(L - ETEM 300mb 288 » 556 PNFESR » 300mb BA FHEES o
BHBEEEBAEL (Insulated and slippery boundary condition)
B R E RS R AR + EEEBENNEER SR ES » BER B » Bl

T U 'y T
?amn—m=Can ann—m
(Vl:ngent) éﬁ%“E=(Vtangent) :&ﬁﬁ?—'@' (6.4)

(Vaormar) 5&%%_5:—(\/'“:1,1;1) BRIN—E
L AREA R % BB RIS » TEER /) 300mb 2 B8 » 7 6 /NS4 » 300mb 2R EHEES .
(DEHEEMA THILER] SREE Wy=05 (ZRW)  RREARECEE - (BE1 > +—) o
() M&fLiM] BF &L ("porous sponge” boundary condition)
BBEBESRES » BAMA [ETLEH] SR EeE (Perkey & Kreitz, 1976) {82k A} RAR |
() 1RBEE ¢ Rzl » T —R%20E A

A=A AW (aA”)At : 0<Wy<1 (6.2)

Heh Wy RS8R E ) BB LZ#ERE (weighting coeff.) o
RERBET AR » £EF LN Wy BIEEELE (phase velocity) BMERE » MREE TS o
B Wou=0 & » RREESREYE -
H W=l R » RTARGREBREBZ28L -
E O<W,<18e s RREHBESR EHENSE (tendency value) i » BRI B R K4t o
SRR BHERAWEEA Wy HRE s FACGRBA T/ ZEHTHY
() Wu=035 (=48R LHHKES
FHE 6 VR 300mb HEASAMENHAES - -
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{if) EBHBF [LILBHI SR
Wi;=06 (L)=i8 5 LR B
We=0.9 (LD=2FAR—BRIEE
R 6 /aF » IRREEFRMIE 3000 #AZRHE o
(i) BRFXERWEED » PRA—F T£Em] 25 258
Wi;=05 (=47 LHoRE:
ﬁﬁﬁd\ﬂ%&éﬁﬁkiaﬁﬁﬁaﬁ RRAEHRE » EPI2RERANE » BERLEEREER
oo 24/RERUET A RIE PR o BRI00mbAE EER A 0 KA BEESENEE (flow
pattern) a

A bET R240NE o BRS00mbEESFE R HIE TR » KI6=BAASEWH R (flow pattern) o
GCIANBEEERHR S00mb » REAHEARFLEMEAMIE 5 (harmonic analysis) » SH&F
RERBECRBREEME - HERFBER » 9% smooth E balance #MEES - HEBEARAE
AT 7 R—RG¥r »j HUT» K /=1 B j=14 AfTEEARN—F » H4E3H smooth i balance®y
FHEEE - DAEFGERER -

BoHEE  MEEFEH RS 850mb, 700mb, 500mb Ll 1 WRERAE AL » Y1510
T BARRBERD  FRLUBATRZHR » REZOREEY - EERKEEESAAENEE -
fl 300mb JRIESHAHEBEERSL » 2 SHIfTEEAS ~ 6 ~ 317> EBRBEMRELEL - Sit#
REZFEME »300mb EEFEE (RE+=) « XAH19715E9 B22H 00002 REFXEEER » 300mb
$97E 35°N » EERR B A » BERME » E80~00 knots LLE » Hdk ~ HEREL/D - 15 B4 55

(upper jet stream) HZE#E 300mb~250mb Zi » B—piK + FEERHUHRS =% » EF—%
tiEBEL » AA—1 » HEL 00AEES - B—MERRL - AANESH » EATRE j=0~11,
RIRFATERBCHBEZERR » BAFIRIERA 892 smooth B balance # » HEMBEER » ER
BEEREA 5 B3k 500mb F 700mb gk o ZEFRMRITERSAF G » BT RelEkERE » fg
HETHEAM -

HAMBE SR » 985 smooth MERFEGEHNZIRER - BESK9E smooth HERAE
EHEREE I ERERZREERD - HRA-FEEEEHRE » XBLERENHBRESREE
BROHARERZTAAH - (RESOERE  EEMTNREELS B NESE » BEREST
S AR B IRIB B o )

7. FEWHES

BROEBEZREARE  EATAHEFRERERTEREXFOH B » SEFHARES -
HRATFRIR MBS » REXABEIATENE » FISHNTHBREREERSE (flow pattern) E&®{L »
MATHREE 300mb HEEERM » 500mb JRegH B » (B0 300mb BE » SFAREBERHE
RN » BEBRARRR » AREREENRZE - MABEREE » RHEEE » rENIHRTES
» AR BIRRE A E AT o MILEXEE » BF 300mb FEEESE » BEEHE6~1VNEES ¢ 1
REF o HEGEME 5078k M forward and centered time advancement &8 Euler-buckward
time advancement, » 24/NEEAORE R ATAER » TR 58 H8 3 4078 — 2R o

W fe Buler-backward time advancement T » HBHSESFELE Iﬁé%ﬁﬁ:@{fﬁiﬂséﬁ
ot » REER - MEESHTEHER 5 BOREE R BEERBAICHE R i A H TR i % i AL A5
b MEmA—% SR SRES AREFEAD ) LESFTEAE » ARH—F » KR
R GEMI S AREFEHNHBESHZRR -
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mNEEEHEE 300mb HE » SRR STERASBEELS (RIR e fa ¥ » 5T 2%
SR HESED o EEBREL AT BRIEREE - BE% 300mb H Kth=FALLAH
21 WIRES KBRS » BSEEIRIED » M6 300mb » B R ES » L8 mESRAEE 1
SRS B REHRAEN R A BREHNEERE -

R EEY » TARE .

(B RAERR TR EHTEE  NFNARLBHEIZR -

(MEFBETEAD > FEALRNRBENEE > FTHHLR5MEE » RSN FEYRRESMZ S
o EAMALARGERRE » dPREMEER (QGM.) S/ e RRERFESL FERER T
#F M (updating B. C) » EHEHFRERER « SHEREEREHNERRET » BiEble
REWHREABEAREERN o (MBS BRMEREIREE » SHIGH

EFEER R ARES LR » B ARRIBEZEIE » REATRRS TN o

WE BRI EL Z MBS AR TR ERE » AIMMEHHE (statistical check) » gEEEkEE
E (Ic;ing check) » BHBEERE (static stability check) REMT % (hydrostatic

check) » (JM3E, 1975) ; SHAEBHEHEE » MAREMENUNE  FREBERESRRE—SH
(vertical consistency) (Lewis 1972) o BT ANGoEr—2t o

8 #

FLRB B  RATHRE - HERRBER P EEEHBOEY - HORERES  EEHE
o LEITEEEBRHBERGZME) » TITER » $kep i o
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Fig. 41 Geopotential height field (¢/g m) at 300 mb
raw data
9-point smoothed data
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Fig 4.2 Geopotential height field (¢/g m) at 500 mb
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Fig. 4.3 Geopotential height field (¢/g m) at 700 mb
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9-point smoothed data

— 241 —



C. J. Shiau and C. T. Wang

Ed

1T} 1 i I )

Fig. 44 Geopotential height field (¢/g m) at 900 mb-
te——se——se 1AW data oo
— 9-point smoothed data
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Fig. 5.1 Balanced geopotential height field (¢/g m) at 300 mb
es——2s treated by method A
------ —— treated by method B
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Fig. 5.2 Balanced geopotential height field (¢/g m) at 500 mb
sr——re——e+ treated by method A
~—————————— treated. by method B

Fig. 5.3 Balanced geopotential height field (¢/g m) at 700 mb
se——ss——-« treated by method A
treated by method B
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Fig. 6.1 Geopotential height field (¢/g m) after initialization at 300mb

— 244 —



On the preliminary study of a limited-area primitive equation model

Fig. 6.3 Geopotential height field (¢/g m) after initialization at 700 mb

— 245 —



C. -J. Shiau and C. T. Wang

] w ] 1) 1 mn 13 L] 158 - m o N

' "
- % f y y .
18
838 < »
. )
.
]
o
]
. o
e
. i
"
AN = -
k] 1w . L] [1°)

"Fig. 6.4 Geopotential height field (¢/g m) after initialization at 900 mb
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Fig. 7.1 Geopotential height field (¢/g m) at 300 mb
Treated by method A, under fixed B.C.
Forward & centered time advancement
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Fig. 7.2 Geopotential height field (#/g m) at 500 mb
Treated by method A, under fixed B.C.
Forward & centered time advancement
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Fig. 7.3 Geopotential height field (d/g m) at 700 mb .~ "’
Treated by method A, under fixed B.C.
Forward & centered time advancement

«» T'=12-hour
T=24-hour
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Fig. 7.4 Geopotential height field (¢/g m) at 900 mb
Treated by method A, under fixed B.C.
Forward & centered time advancement
.o . o+ T=12-hour

o T'=24-hour

Fig. 8.1 Geopotential height field (¢/g m) at 300 mb -
Treated by method B, under fixed B.C.
Forward & centered time advancement

s T=12-hour .

T=24-hour
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Fig. 8.2 Geopotential height field (¢/g m) at 500 mb
Treated by method B, under fixed B.C.
Forward & centered time advancement

se——se T=]12-hour
T=24-hour
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Fig. 8.3 Geopotentia! height field (¢/g m) at 700 mb
Treated bé; method B, under fixed B.C.
Forward & centered time advancement
B e B b B T=12—h0ur

T=24~hour
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Fig. 8.4 Geopotential height field (¢/g m) at 900 mb
Treated by method B, under fixed B.C.
Forward & centered time advancement

se——ss T=12-hour
T=24~hour

Fig. 9.1 Geopotential height field (¢/g m) at 300 mb
Treated by method B, under fixed B.C.
Euler-backward time advanecement
s ss——ss T=12-hour

T =24-hour
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Fig. 9.2 Geopotential height field (¢/g m) at 500 mb

Treated by method B, under fixed B.C.
Euler-backward time advancement

se——es T'=12-hour

T=24-hour
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Fig. 9.3 Geopotential height field (¢/g m) at 700 mb
Treated by method B, under fixed B.C.
Euler-backward time advancement
ss—e—ss——ss T=12-hour

T=24-hour
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Fig. 9.4 Geopotential height field (¢/g m) at 900 mb-
Treated by method B, under fixed B.C.
Euler-backward time advancement

se——e+ T'=12-hour
T =24-hour
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Fig. 10.1 Geopotential height field (¢/g m) at 300 mb
Treated by method B, under free slip B.C.
Euler-backward time advancement

ss——eeT=12-hour
T =24-hour
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Fig. 10.2 Geopotential height field (4 /g m) at 500 mb
Treated by method B, under free slip B.C.
Euler-backward time advancement
so——ss——es T=24-hour

T =12-hour
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Fig 10.3 Geopotentiial height field (¢ /g m) at 700 mb
Treated by method B, under free slip B.C.
Euler-backward time advancement
se——ss——ss T=12-hour

T=24-hour
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Fig. 10.4 Geopotential height field (é/g m) at 900 mb
Treated by method B, under free slip B.C.
Euler-backward time advancement

»» T=12-hour

- T=24-hour
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Fig. 11.1 Geopotential height {ield (¢ /g. m) at 300 mb "~/
Treated by method B, under insulated & Slippery B.C.
Euler-backward time advancement
S ——— T:lz—hour

— T=24~-hour
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Fig. 11.2 Geopotential height field (¢/g m) at 500- mb
R Treated by method B, under insulated & Slippery B.C.
Euler-backward time advancement
s+ T=12-hour - o
—-~ T=24-hour

Fig. 11.3 Geopotential height field (#/g m) at 700 mb
o Treated by method B, under insulated & Slippery B.C,
Euler-backward time advancemen
¢s—es——os T=12-hour :
T=24-hour
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Fig. 11.4 Geopotential height field (¢/g m) at 900 mb
T Treated by method B, under insulated & Slippery B.C.
Euler-backward time advancement
se es——-es T=12-hour
— T=24-hour

Fig. 12.1 Geopotential height field (¢/g m) at 300 mb
, Treated by method B, under porous sponge B.C. (Wy=05)
Euler-backward time advancement
«+ T=12hour
T'=24-hour
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Fig. 12.2 Geopotential height field (¢/g m) at 500 mb
‘ Treated by method B, under porous sponge B.C. (W;; =0.5)
. Euler-backward time advancement
ss——ee T=12hour
T=24-hour

Fig. 12.3 Geopotential height field (¢/g m) at 700 mb
- Treated by method B, under porous sponge B.C. (Wiy=0.5)
Euler-backward time advancement
B O — P e G T=12 hour
T=24-hour
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-+ Fig. 12.4 Geopotential height field (¢/g m) at 900 mb '
Treated by method B, under porous sponge B.C. (Wi;=05)
Euler-backward time advancement
ve—eo——o T'=12 hour
T=24-hour
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Fig. 13.1 Harmonic wave analysis at 850-mb: (a) raw-data (b) 9-point
smooth data (c) balanced data
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Fig. 13.3 Harmonic wave analysis at 500 mb (a) raw data (b)
9-point smooth data (c) balanced data
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Still Water Resistance of a Single-Step Planing Hull*

C. T. Wang & C. Y. Lu
Abstact

By modifying Blount & Fox's equations for stepless planing hull,
governing equations are derived to analyse still water characteristics of
single-step planing hull. Experimental results from free trim and heave
tests of a three feet model with different step positions, step heights, and
loading conditions confirm the analytical solutions.

The present study thus presents an analytical model for selecting
desired step position as well as for studying still water resistance and trim
behavior of various step position, step height, loading condition and L.C.G.
position of a single-step planihg hull.

* This paper has been appeared in NTU-INA-Tech.Rept. 49, Jun= 1976; Also SNAMEC, 24, 1, 1976,

Experimental Study of a 27800 LTDW Bulk Carrier*

C. T. Wang & C. L. Huang
Abstact

A modified INA practice for model-ship correlation is introduced and
found to predict ship performance successfully.

For the 27800 dwt bulk carrier studied, at full load condition, the
original ship (ship A) is able to cruise around 15 kts at MCR 11200% 122
The modified ship with an improper designed bulbous bow and a new
propeltler (ship B} can only cruise around 14.5 kts at MCR 11500x 150, and
is tound useless. Ship C with a new bulbous bow designed by INA could
reduce part of the breaking and ship generated waves, and could reduce
ghip A resistance by more than 10% at design speed of 15 kts. )

* This paper has ben appeared in NTU-INA-Tech. Rept. 53, June 1976.
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Analytic Solutions of the Falkner-Skan Equation
When f=-1 and 7=0*

H. T. Yang and L. C. Chienf
Abstact

Two types of unique analytic solution are presented for the Falkner
Skan equation f'(p)+ff"+B8(1—{f'))=0 whenBS=—1, subject to the boundary
conditions f(0)=y.f'(0)=0, f'(®0)=1. For r=v/2.f"(0)=+7r'—2, the soluticn
is given in terms of exponential and error functions, with f'(p) in a
dominantly exponential asymptotic approach to unity. For 0 =r=y2,
f°(0)=0, the solution is given in terms of confluent hypergeometric
functions, with an algebraic approach from above.As y increases continuously
from zero, the solution goes over continuously from an algebraic to a
dominantly exponential approach through y=+2.

* This paper has been published in SIAM J. Appl. Math Vol. 29 (1975)558--569.
t On leave supported by National Science Council, from the Institute of Physics, Academia
Sinica, Taiwan, China.

Theoretical Study of Two-Dimensional,
Incompressible, Turbulent, Curved-Wall Jets*

George Mon* and Hsien-Ping Pao*¥
Abstact

A theoretical study of the effects of the surface curvature on the
flow field of a two-dimensional, incompressible, turbulent jet has been
made. By using a perturbation technique, the governing equations for the
flow have been obtained and solved numerically, The perturbaticn parameter,
¢(x), has been found to be x/(K, 2™}, where x is the coordinate along the
surface, Ry is a constant related to the radius of curvature, and mis the
surface curvature parameter. We have flow similarity for a curved-wall
jet when m=1, and for the flow of a plane wall jet when Ry—.

In comparison with a straight wall, the theoretical results show that
a convex surface decreases the velocity of the jet near the surface,
displaces the position of the maximum velocity away fron: the surfacz and
increases the growth rate of the jet width and the rate of decay eof ths
maximum velocity.

* Research Mechanical Engineer, Harry Diamond Laboratories, Washington, D.C, Member, ASME

** Professor, Dept. of Aerospace and Atmospheric Science, The Catholic University of America,
Washington, D.C.

T This paper has been appeared in Memorial Volume to President Chiang Kai-Shek, Academia
Sinica, Taipei, Taiwan, ROC, April, 1976, p. 193 :
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The Effects of Mountains on a Typhoon Vertex as
Identified by Laboratory Experiments*

Hsien-Ping Pao

The Catholic University fo America, Washingion, D.C. 20064
(Manuscript received 20 March 1976, in revised form 31 Maroh 1976)

Abstact

In this study laboratory experiments were performed by introducing
an essentially two-dimensional concenirated vortex which interacts with
a two-dimensional elliptical barrier resembling the general shape of the
island of Taiwan. Comparisons are made between the experimental resulis
and field data. It is found that the general behavior and the accompanying
surface flow patterns of a typhoon vortex, when interacting with the
mountainous island of Taiwan, can be reasonably simulated in the
laboratory. In the case of deflected flows, the typhoon vortex resembles a
two-dimensional vortex past an equivalent two-dimensional mountain
barrier and its pathline seems to be not sensitive to the typhoon strength.
It is suggested that l|aboratory modeling may provide a reliable and
effective way for predicting the movement of a iyphoon vortex when
it'is in the vicinity of the island.

* This paper has been appeared in Atmospheric Science, The Meteo. Soc. of ROC, Vol. 3,
May 1976, p. 55.

On Vortex Trails over Ocean Islands*

Hsien-Ping Pao and Timothy W. Kao

The Catholic University of America, Washington, D. C. 20064

Abstact

In this study some experimental results are given to demonstrate that
the density stratification is the main reason for the appearance of cloud
vortex trails over ocean islands. Evidences are given that the similarity of
these vortex trails to von Kirman streets may not go beyond the general
streak-line pattern. The experimental results reveal the three-dimensional

~vortex shedding structure when a sphere is towed at a constant velocity
through a stratified fluid. It is found that for small or moderate
stratification and Reynolds numbers in the range from 10° to 10* the
vortex is shed three-dimensionally. The stratification however quickly and
effectively inhibits the vertical motion and the initially turbulent wake
collapses and reveals the vertically oriented portion of the vortex
structure, reminiscent of the two-dimensional vortex street behind a
circular cylinder when viewed from above. Considerable insights are given
concerning the vortex shedding and its structure in the wake of a
three-dimensional body.

* This paper has been appeared in Atmospheric Science, The Meteo. Soc. of ROC, Vol, 3,
May, 1976, p. 28

— 265 —



Annual Report of the Institute of Physics, Academia Sinica, Vol. 6, 1_976

Hydrodynamic Instability of Stoke's Second Problem*

Robert R. Hwang and C. ]J. Chen
Abstact

The stability of a small disturbance in a flow near a plate executing
a linear harmonic oscillation is examined. The partial differential equation
governing the evolution of distur .ance with respect to time and space is
solved by Kantorovich weighted residual method subjected to three
different initial disturbance profiles. It is found that the flow is inherently
unstable even when th2 modifizd Reynolds number, Nn=1/2 U, (Up, max-~

imum velocity; f, Irequency; and v, kinematic v1sc051ty) is small. The
velocity disturbances with wave number of 15 to 19 per a length of /E

is most susceptible of amplification. The time, normalized by the frequency:
te, for which disturbulanca Kinetic energy will amplify by a factor of 10m
over its initial value is given approximately £.=(100 m) Ng~1%,

* Contributed Paper of the 14th International Congress of Theoretical and Applied Mechanics
Deft, the Netheriands, 1976.
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