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On the Nature of Theories of Irreversible Processes

Ta-You Wu (-ﬁ- K #)

Abstract

The purpose of the present article is to give an elementary discussion of the nature of the .
theories used to describe the observed irreversible processes in gases to the equilihrium state,

with -special regard to the explicit mathematical time-reversal invariance or non~invariance
of the theories.

1. Intreducticen
1.1. Macrcseopic Irreversibility and Empirical Laws

We are concerned with the non—equilibrium behavior of a gas. In order to be definite, .
let us state the nature of our qbservatioﬁ_s.' Consider a gas in an enclosure, which at a
certain instant is in a nor—equilibrium state, Chservation shows that within a short time the .
gas approaches a steady state in which the molecular velocities are distributed according to.
Maxwell’s law and the spatial distribution is uniform (in the case of no external field).”
Experience also shows that the approach. to equilibrium, except for small fluctuations, is.
monotonic, the fluctuations being the smaller the greater is the average density of the gas.
Other familiar irreversible processes are the mixing of gases by diffusion, the production of
heat in viscous flows and the conduction of heat.

The above description of these processes as irreversible is ‘a macroscopic view and is
expressed in terms of concepts, or macroscopic variables, such as the density, temperature,
pressure, etc. The mathematical expressions of the irreversibility are the familiar Fourier
equations of heat conduction, the equation of diffusion, and the Navier~Stokes equation for
viscous flow. All these equations are not invariant upon time reversal, i.e., are irreversible
in time. This irreversibility is not the consequence cf the basic dynamical laws governing
the motion of the molecules; it is introduced into the equations on an empirical basis. We
shall call these thecries *phenomenological” thecries, to distinguich them from others which
we attempt to construct.on the basis of more fundamental theories. ’

1.2, Tl@ermédy-namics_,

At the macroscopic level, classical thermodynamics deals with the properties c¢f matter
in -the ecuilibrium state. The laws cf thermcdynamics are baced ¢n empirical experience in
dealing with macroscopic phencmera. Even the axicmatic fcrm ¢f Carathecdory for the
Second- Law still depends on the validity of an empirical fact., The methcds of thermo-
dynamics are general in the senmse that they do not depend on any specific or detailed
kncwledge cf the system at the atcmic level. Fer this reascn, the thermcdynamic method is
powerful and its range of application ‘wide. But it is for the same reason that it has its
limitaticns, Thus thermcdynamics can give no infcrmation on such a simple question as the
‘equation of state of a given gas. N : : I

In thermodynamics, the concept of macroscopically irreversible processes plays a very
basic role: The Second Law definitely determines the direction of the natural processes in'a
system not in thermodynamic equilibrium, namely, the direction of increasing ‘entmpy."Thi‘.s

-_— ]
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irreversibility is not explained by the Second Law; rather, it is a part of the empirical
experience that has gone into the formulation of the Second Law itself (in the induction and
generalization process),

Modern non-equilibrium (or irreversible) . thermodynamacs has been developed to treat
certain problems, in particular, processes in systems having small deviations from the
equilibrium state. The conditions for the stablilty of an equilibrium state according to the
Second Law determine the irreversible returns to the equilibrium state. A most important
development is Onsager’s (1¢31) theory of irreversible: thermodynanucs which is beyond the
gccpe of the present article. It is, however, so 1mportant in the subject. of irreversible
prccesses that a brief reference will be made below.

Consider a system in which there are temperature and density gradlents ’I‘he heat flux
J and the mass flux N can be expressed by equations of the form

]—auVT+aan

N-=anVT+a“Vn
where @11, a;; are, up to proportional factors, the coefficients of heat conduction and
diffusion, as; AT gives the thermal diffusion and ay; An the heat flow due to diffusion.
These equations are the generalizations of the heat conduction and diffusion equations and
are themselves parts of an irreversible theory. They can be regarded as phenomenological
equations, or they can be derived from such a theory as Boltzmann’s transport equation
(Section 3.1), which itself is an irreversible theory.

In this particular case, Onsager’s theory gives the following reciprocity relatmn {when
all quantities are expressed in units of appropriate dimensions)

A13=4a3;

Such reciprocity relations, however, are not empirical in origin but can be proved from
general principles such as the fundamental reversibility of microscopic processes.
Thus, important as the reciprocity relations are, they do not bear on the question of the

basis of irreversible theories or on the origin of the observed macroscopic irreversibility,
which is the subject of the present artmIe

1.3. Stat:stlcal—-Kmetlc Thecries

In the kinetic theory of gases, one starts with a system of molecules. One is, however,
not interested in a detailed knowledge of the individual molecules, but only in some
macroscopic properties of the gas. These macroscopic properties must then be related to some
average properties of the molecules. It is in dealing with extremely large numbers (Avogadro’s
number=6x10**) that the probability concepts and statistical methods enter into the theory.

For systems in equilibrium, theories have been developed in which some basic postulates
form the foundation, These theories have been called statistical mechanics. For systems not
in equilibrium, equilibrium thermodynamics and equilibrium statistical mechanics are not
sufficient. The aim is to formulate theories for descnbmg the observed 1rrevers1ble processes
in the macroscopic view. 7

There have been many different theories of irreversible processes. They can be grouped
into two categories. In one, the theories are based on some assumptions of a probability
nature. To this category belong the Boltzmann transport theory, the Fokker-—PIanck theory
and the sc—called Master Equation (theory). In these theories, the basic equation is time-
-reversal non~invariant, or as one may say, has a time arrow. In the other category are the
theory of Boltzmann and Gibbs, and the many recent theories of Bogoliubov, Born, Green,
:K1rkwocd and others. All these theories start from the Llouvﬂle equation, whmh is the
consequence of classical dynamlcal laws and is time-reversal invariant.

In the following sections we shall discusss the nature of these theories.

2



On the Nature of Theories of Irreversible Processes

1.4. Quantum Theory

In quanium mechanics there is an analogue to each of the basic classical features. The
classical equations of motion and the Schrodinger equation are both time—reversal invariant.
To the Liouville equation (Section 2.2) for the density in phase space, there is an exact
quantum analogue for the density matrix, and both are time-reversal invariant. To the
classical Master Equation (Section 3.3) for the probability, there is an exact gquantum
analogue, called the Pauli equation, for the diagonal elements of the density matrix. Both
equations are irreversible in time, the classical one on account of the Smoluchowski hypothesis
for Markovian processes, the quantum one because of the random phase hypothesis.

It is generally believed that the observed macroscopic irreversibility is of classical

statistical origin and is not a quantum effect. For this reason, we shall confine our discussions
in the present article to the classical theories.

2. Statistical~Kinetic Theory ¢f Boltzmann and Gibbs*
2.1. Peincaré Thecrem (1890) . _
In the statistical~kinetic theory, a gas is a system c¢f molecules whose motions are governed.

by the dynamical laws. Let H(q,p) be the Hamiltonian of the system, where q.p stands for
q1,"°d®, P1,*,px. The equations of motion are

q;='g—p}{—, _pg*—aa%, k=1,2,---,N (2.1.1)
In the 6N-dimensional I" phase space of ¢,p, the dynamical state of the system is represented
by a point P(q,p). If the state at a certain instant £, is given, say Py (¢°,p"%), then the
whole history of the system is represented by the trajectory through P,. As equations (2.1.1)
are first~order differential equations in time, there is one, and only one, trajectory through
any point which is uniquely determined by the equations (2.1.1), Therefore, a trajectory
never crostes itself, nor another, at any time. Hence, in the course of time, the phase point
P gees all over the accessible portion of the [I~space, for example, the . hypersurface
corresponding to the relation: total energy =constant (or, an energy shell of thickness 4E).
From Poincaré’s thecrem, the trajectory of the phase point .of a gas contained in a
finite volume will pass, in the course of time, arbitrarily close to the point P, .itself, without
going through it. The time of this quasi~cycle depends on how close cne wants it to approach
P,, and is extremely long for larze N. The length of this quasi~cycle has been estimated by
Boltzmann*. Thus for a gas containing 10}* molecules in l cc with mean velocity 5x104
em/sec, the time required for all the molecules to come within a range of 10-7 c¢cm and 1(3
em/sec in each of the coordinate and velocity compenents respective to the initial P, is
greater than 101°'° years (Chandrasekhar, 1943). This theorem is of basic importance in
our understanding of the “irreversibility” of the approach of a gas toward equilibrium.

2.2. Licuville Equation :

Let p(q,p.tD dgdp, where dpdg stands for dql',u-&qxr, dpi,--, dpw, be the prcbability of_
the phase pcint P(q,p) being the volume element dg dp, so that

j‘--fpdqdp=l for all ¢ (2.2.1

* L. Boltzmann’s work appeared in- thé Journal Sitzungsberichte der Akademie der
Wissenschaften in Wien, during the years 1860 to 1890, A gocd deal of the discussions can be
found in his Vorlesungen iiber Gastheorie, Leipzig (1896~98) :and its English translation in
Lectures on Gas Theory, University of California Press, Berkeley (1964). See also, Gibbs,
J.W. (1902), Elementary Principles in Statistical Mechanics. This work
Collected Works, Vol. II. Yale University Press (1948).

is included in" his
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the integral being taken over the accessible volume. This convention will always be used in
the following discussion. It follows from the equations (2.1.1) that any volume in the I
space remains unchanged in time if we follow the points in that volume along their trajec—
tories, although the shape of the volume will change. From this and the  conservation of
probability in that volume, the Liouville epuation follows (Liouville, 1838):

8o _ dp ?H dp OH , 9.9
ot =~ L\ 30,35, ~ b oa. - @2

An important property of the Liouville equation is that it is time-reversal invariant,
i.e., upon time reversal ‘

{—— =7, Q""'q, P"“"'p, PC‘I:PJ)“’@CQ',—I-":T) @'2'3)

_@n_z( 0§ 9H _ 8p oH
dqs dps  dbs 34:

equation (2.2.2) becomes

which has the same form as (2.2.2). :
From (2.2.2), it follows that for any function F(po) of p,

Akl F@p)dgap=0 o N 2.2.0
" If we define the function H(H
HCt)Ef---prnpdqdp S (2.2.5)
then from (2.2.4),it follows that -
dHD_g | O (2.2.8)

- If we look at H in (2.2. 5) as a functional of p\q,p), the reqmrement that H be stationary
subject to (2.2.1) as an auxiliary condition leads to

p~constant , (2.2.7
From the second variation and p>0, we find:
H(t/p) is minimum if g is a constant, independent of g,p (2.2.8)

In this connection, let us prove the followmg theorem. Let a function P=P(q 0.6, PZO
satisfy the condition

f - [ PCa.p,Ddadp=1 (2.2.9)
Al 0 let p(q,p,£) be any function sztisfying

_ 220, I Ip dg dp=1
Define the functional & of P(q,p,t)

T(tP)= f f 0Ca.p,0) InPdqdp (2.2.10)
It can readily be shown, for example by the variational method, that |
*H (t/P) has a maximum value when P equals p’ 2.2.1D)
Hence we obtain
j Jplnpdqdp>j Ip lnqudq ‘ (2 2.12)

the equahty sign kolding when P=-p. Note that this theorem (2.2.11), or (2 2.12), is purely
a mathematical result, - : :
2 3 Theory of Boltzmann

To obtain the essential statistical features of the problem, we shall consider a system of

* See fooinote p.3
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non~interacting znd therefore independent particles. In this case it is sufficient to consider
the 6~dimensional p phase space of one particle. Imagine the p spac2 as being divided into a
large number of cells each of volume w.w must be small on the macroscopic. scale but must
not be too small, so that each cell still contains a number of particles. Let #,,7,*be the
number of molecules in cells 1,2,...The number of permutations of N molecules in the above
distribution is ) '
| N1

] nylnal...
The weight of each distribution is Co/V)¥, where V' is the volume of the accessible g space.
The distribution that can be realized in the largest number of ways is found by maximizing
G subject to the conditions 2ine=N and >n¢=E, where ¢ is the energy of a molecule
when its phase lies in the cell wy, and E is the total (constant) energy of the gas. The
caleulations are familiar, and we shall only state the qualitative result here. It is found that
G has a very strong and sharp maximum, it being the sharper the larger N is. This result
means that of all the possible permutations and distributions of the N molecules, an over—
whelmingly large number corresponds to the few distributions near the maximum of G. The
distribution giving the maximum G is the most probable state. Boltzmann ideéntified this most
probable state with the equilibrium state.

The probability of the distribution 7,,73,%5,...1s now

Wn;,nz,...=Gn1,nz,...(le)'

» ..Y_‘nl =N |

Gll,ﬂ&ﬂ-:'

and
. 2Wm,n=,...=l

the summation being taken over all partitions n,,7s...0f N.

Let us translate the above result to the I" space. In the I" Space, ¥ is the volume Q2 of
a cell and V¥ is-the volume of the I" space. The sharp maximum for Gni,ns,..now means
that an overwhelmingly large portion of the I’ space corrasponds to the most probable state
which is identified with the equilibrium state.

Consider now 2 gas which at an instant /, is in a non—equilibrium state represented by a
point P,. According to the discussions in Section 2.1, the phase point will move endlessly in
the I' space. Since an overwhelmingly large proportion of the I’ space corresponds to the
equilibrium state, the phase point will pass from P, in a time of the order of the relaxation
time into this large portion of the I’ space, and the system will approach rapidly, and will
mostly be found in the equilibrium- state. o

The question as to the non—ohservation of the recurrence of the initial state P, is an—
swered by noting the extremely long quasi~period of the Poincaré quasi~cycle. In the I" space,
there are of course many points @ which correspond to highly non~equilibrium states, However,
starting from any point Po, it also takes a very long time in general to come very close to
ons of them, Compared to the points corresponding to the equilibrium state, these non-equi-
librium points have measure zero. Rigorously speaking, there is no irreversibility. But the
reverse of the approach to equilibrium is so improbable that for practical purposes it can bz
excluded. : : .

As the phase point P moves endlessly all over the I'-space, it is plausible to assume that
on average it spends an equal amount of time in volume elements of equal size at different
points in the [-space, i.e., the probability of the phase point P being found anywhere will
be the same. This means that z approaches a constant value over the .[I'-space. As an over—
whelmingly large proportion of the I'space corresponds to the equilibrium state, this suggests
thet the equilibrium state corresponds to a uniform p. RO S ‘ I

In Section 2.2, the H(f) function defined in equation (2.2.5) is minimum for a constapt

— 6 —
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value of p. Thus one would have a theory for an irreversible approach to equilibrium in a
gas if one could show that H (¢) keeps on decressing until it reaches its minimum at which
p is uniform, i.e,, if

g-@ 2.3.D

This hypothesis is known as the H theorem of Boltzmann (1872, 1875).

We have seen in equation (2.2.8), however, that as a consequence of the Liouville equation,
dH/|dt=0, Thus the H theorem cannot be established on the basis of the laws of dynamics
alone. There had been the criticism of Loschmidt (1877) that if H () decreases with time
for one state of motion, then it will have to increase with time for another state in which
all the molecular velocities are just opposite to those of the first state, There had also been
the criticism of Zermelo (1896) that since the state in the course of time returns arbitrarily
close to any initial state according to Poincaré’s theorem, H could not bs monotonically
decreasing .at times.

To sum up, we may state the following. In the probability sense, it is possible to under—
stand the macroscopically irreversible approach of a gas, from any initial state, to the
equilibrium state. The H theorem, however, cannot be established on dynamical laws alone
and attempts to maintain it must be made on prcbability grounds, with additional assumptions
outside of dynamical laws.

2.4, Theery of Gibbs~Micrecancnical Ensemble (Tolman, 1935)*

Gibbs introduced the concept of ensembles. An ensemble is a very large number of
systems which all have the same macroscopic variables as, but different dynamical states
(q¢,p) to the system under consideration. The ensemble is represented by a distribution
function p(q,p,t) in the I'-space which is now normalized to N instead of unity in equation
(2.2.1>. All the results of Section 2.2 hold.

Consider those points that lie within a volume element 4=dgdp, namely, p4. Each point
will move in accordance with the equations of motion (2.1.1) as described is Section 2.1, and
the points p4 will move as an incompressible fluid, keeping volume 4 but changing shape. In
the course of time these points will deform into a thin filament over the accessible part of
ithe I'~space. Similarly, for other systems lying outside 4. The result is. that, from any
nitial distribution (q,p), the ensemble Wl].l in the course of time spread out “uniformly”
over the I'space. :

. In Boltzmann’s theory, it is assumed that the equ1hbnum properties of a gas are given
by a long time average (i.e., long compared with all the relaxation times of the system). In
Gibbs’s theory, the fundamental hypothesis is made- that the time average over one system
is equal to the gverage taken over the ensemble. As the phase points of an ensemble extend,
in- time, over the I'-space - “‘uniformly”, the ensemble average (average over the I'-space)
gives the equilibrium value. :

These- qualitative .discussions make plau51b1e in. the probab1hty sense, the "irreversible”
approach of a.system from any non-equilibrium state (for example, all systems initially lying
within a2 volume 4) to the equilibrium state represented by a *uniform” distribution in the
I'~space. The words “unifcrm” and "umformly” are to be taken in the coarse-grained sense
defined below,

. The concept of coarse-grammg is mtroduced on the following conmderat:ons. In the
macroscoplc -obesrvations made on a gas, one does not know the positions and the momenta
of - the molecules. except to. within ranges dq and 4p. The coarse~grained density is defined

‘as the average value of the “‘fine-grained” P over a volume 4~dgdp of sxze correspondmg to
the limits of accuracy of experimental gbservation, i.e.,

*"See also, footnote on 15

]

—6 —
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?(q,p)—%f---qu dpp (2.4.1)
4

P is a function of phase (¢.9), but is constant over the volume 4. With this definition, we
obtained for the coarse-grained ensemble average of a function F(p) '

v [ [oFdgap= [ [ 7 [ [eCa’ 07> da’ ap’F (%Ca.pY>dadp

ra

= [ [oF@rdaap . 2.4.2)

Let us now come back to the ideas of Gibbs on the spreading of the pﬁase points in 4
over the I'-space. The foregoing qualitative discussions make it plausible that p(q,p) will
approach a uniform coarse~grained 3. Now, we may define a coarse~grained H function H

(t) by (2.4.2)

— [ [ p1a? dqap (2.4.22)
Using the theorem in equation (2.2.12), we immediately obtain
f---fplnpdqdpzf-.--fplnﬁdqdp (2.4.3)
oI
H(OH=H® (2.4.3a)

i.e., the fine-grained H is always greater than the cocrse-grained H. It is to be noted that
the relation (2.4.3) or (2.4.3a) is a consequence of the definition (2.4.1) and the mathe-
matical inequality (2.2.12), and has nothing to do with the time variation of the ensemble or
the system in question.

We have seen in equation (2.2.6) that the fine-grained H remains constant in time, The
coarse~grained T as defined by (2.4.1) is not governed by the Liouville equation, and one
may ask whether H decreases monotonically in time, i.e., whether

di
<0 (2.4.4)

If the coarse-grained T satisfies the H theorem (2.4,4), then (2.4.4) is the mathematical
expression of the qualitative ideas of Gibbs on the approach of a gas from any arbitrary
state to equilibrium.
To express Gibbs’s ideas in terms of the coarse~grained density, let us prepare an
ensemble such that at an instant £, (Tolman, 1935; ter Haar, 194, 1955),
‘ @, =constant="8, inside a volume 4

=0 elsewhere (2.4.5)
At a later time f;, the phase points will have spread so that in general
Pa¥Pa - (2.4.6)

Then
TH(t2)~ H(p)= [ - | BalnBadadp— [ - [ BrlnB.dadp
by (2.4.2) and (2.4.5),

- I fpzlnﬁqudp“ _[ _[ pilnpydgdp
by (2.2.6),
= [ [ pulnBsdgdp— | - [ patoordadp

<0 , (2.4.7>
—_—

and by(2.4.3)
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Thus B does decrease from the initial condmon (2.4,5) at = t1 to a smaller value at any
later time f:>11.

The above proof depends entirely on the specml initial condition p:=8: in (2.4.5).
Without it, it would not have been possible to proceed beyond the first line in (2.4.7). What
has been, and can be, proved is that the initial non-equilibrium state (2.4.5) with g, =8, in
4 does evolve with a decrease in H, and this is the qualitative discussions of Gibbs’s ideas
given before. There is, however, no proof that H(ts)— H(t3)<0 for a later time t;>ta, i.e.,
there is no proof that H decrezses monotonically, in contrast to the arguments of Tolman
that-H continues to decrease (Tolman, 1935.). It is true that T, unlike H, is not bound by
any law to remain constant, but the H theorem.for the coarse-grained H cannot be proved
without scme additicnal assumption concerning the time behayior of the coarse~grained demsity
T. Through.the years, the H theorem has been the subject of discussions, by Boltzmann,
Loschmidt, Zermelo and the Ehrenfests, and it became clear that the theorem must be
interpreted on a probability basis. It will be shown in Section 3.3 that an assamption on the
time relation of the state probabilities does introduce a time arrow and lead to an A theorem.

To summarize, we may conclude as follows. .On the basis of the Liouville equation,
althcugh no mathemat1cally irreversible law (such as the H-thecrem) can be derived, it is
still possible to "“understand” tke irreversible approach of a gas to equilibrium in the proba-
bility sense. Thke basic rezson is because. cf the large number of permution of molecules
that.all correspond to tke equilibrium. (the most probable) state and the long quasi-cycle, by
virtee of the large number of mgclecules in a macroscopic emount of gas.

3. Tneorles w1th Explicit Time-Reversal Non—-Invarlance

- We shall next consider a few theories of the other category ‘mentioned. in Sectxon 1.3,

namely, those that are by ccnstruetion, by making zssumptions of scme sort, explicitly
time-reversal non-invariant. Such tkecries do not claim to be the consequences of the fun—
damental dynamical laws and are therefore not to be criticized on that basis. The criteria will
be ‘their plausibility, simplicity and ultimately their success in applications to zctual problems.
3. 1 FPolizmann’s Theory -

, " Tke earliest thecry cf transpcrt prccesses is that cf Boltzmznn Instead of dealing with
the N'molecules of a gas in the I'-space, it is assumed that a theory for describing the gas
can be formulated “in terms cf tte cre. perticle cistributicn funeticn f(r,v,f) in the p phase
space of one particle. Tke justificaticn for this Las beccme clear cnly ccmparatively recently
through tke werk cf Begelitbev, frem the cbservaticn that in a gas there exist two rather
widely different physical ‘time- scales ccrrespcnding to tke shcrt range cf intermclecular
interacticns and tke leng mean-free path at ¢rdinary gas tlensmes. It is not tke purpcse of
the present article to analyze this aspect of Biltzmann’ 5" theory cr Bcgolu.bov s tl-ecry.
Our interest is in tke time~reversal property. ° Lo - . ‘
- The Boltzmann equaticn is so familiar tlat we stall simply write it down (Boltzmann

1876) TLe dlstnbutlcn functlcnf is normalized accordmg to

jf(r v, Ddv=n(r, t)=number of molecules per unit volume

-l

The equation for f(r v,£) 1s
g}; ar Inf g{ (f fdvlfdw alo—n|(ff1"=ff) . Q.1 1)

at colultou
where K is the external ferce, the Subscnpt 1 denotes another molecule with whmh the one
under consideration in f(rv,0 colhdes, dw—*sm&d@dgﬁ, ¢ the scattering angle, o the colhszon

cross 'section, and

-
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: Jr=f(r,v2,t), fi7 =f17(r,u2”, 1), etc.

the prime denoting quantities after a two-body ccllisicn. The first term in the integral gives
the rate of increase of f(,v,t) due to the restitution collisions, and the second term gives
the: rate of decrease due to direct collisions. The specific form of the right~hand side con—
stitutes the basic assumption (Ansatz, in German, is the more appropriate expression) of
Boltzmann’s theory. This Ansatz is not a consequence of the dynamical laws but is based on
plausibility considerations. As a consequence of this Ansatz, the Boltzmann equation kas the
following properties:

(D) Equat:on (3.1.1) is not invariant upon the reversal of the direction of time. On
reversing f as in equations (2.2.3), and writing

faf(r,—-_v,—t)=f(r, -_Us"')

etc., one cbtains the equation for f in + which differs frem that for f in ¢ by the presence
of a minus sign between the two sides of the equation. In fact this equation for f in = does
not Lave plausible physical meaning. Equaticn (3.1.1), so to speak, Las a definite time arrow
built in.

(ii) This definite direction of time built in in (3.1, 1) is . the one along which the
H functicn

H(:)=ffﬂnfdrdu o ' (3.1.2)
decrearses monoteonically with time, for with (3.1.1), cne readily finds I
~[ [ a+tanZsrav<o | (3.1.3)

Thus the Boltzmann equation (3.1.1) satisfies the H theorem.

Now on a companson and identification between the results frcm classical thermodynamics
and thcse from the Boltzman statistics of Section 2.3, Boltzmann obtamed the fcllowmg
relation between the prchability W of Section 2.3 and entropy

S=EhW

k being the BoItzmann constant.
It is also easy to obtazin the following relation between tl‘e H functmn defmed in (3.1.2)
and the ‘prebability W,

NH———InW

(H here being for one molecule).

Thus, up to an additive constant,
R ':"." 2 S=—NEH . : .
The H th eorem (3 1.3) thus is equivalent to- the ‘Secoend Law of TleimcCyramics, i.e., ke
law of 1ncreasmg entropy for-the irreversible apprcach of a gas to equilibrivm. '

We must repeat that the H theorem (3.1.3) tas been established by tke explicit use of-’
tke Beltzman equaticn (3.1.1) which is not a dynamica! law but which tas been constructed
to be irreversible by the Ansatz for (9f/81) cosaton in (3.1.1). In this case, the criticisms.
of Loschkmidt-and of Zermelo do not apply.
3.2. Fokker~Planck Equation (fokker, 1914; Pianck, 1¢17; Chandrasekhar, 19043)

Ancther theory with. time irreversibility is that of Fokker (1914) and Planck (1917).
is based. on a.less specific assumptmn than the cellision number Ansatz of Bolizmann in (3.1. 1)
A molecule’is considered to Lave randcm collisions with cther moletules. Let Q(v—4v,dv) he
the transition probablhty that m a tlme mterval dt(}()) a molecule clﬂanges 1ts velcc1ty fmm
v=Av fo v, and " E '

L .
e L

J‘Q(v—dv,dv)ddvz-llfl N N (3-2 1)
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Q(v,4v) depends on the present state, i.e., the velocity v of the particle, and not on the
past history. It is not an explicit function of time, but depends on the length of the interval
At, and 4¢ must not be too short in order that the molecule may have suffered a sufficiently
large number of random collisions with other molecules, The postulate is now made that the

distribution function at time f+4¢ is related to that at tims ¢ through the Smoluchowski law -

FCo b +dE) = j ddvfCo—Av,)QCu—4v,dv) (3.2.2)

It is important to note that this is not a consequence of dynamical laws, but is an assumption
connecting the probabilities at two different times irrespective of the past history before the

time {.
On calculating the rate of change of f(v) and introducing the averages

<Ay>= fAvQ(v ,dv)ddv

<szdvy>=IAU,AU,Q(v,dv)dAv, etc.

" one obtains, on writing &/3v=p,,

a <4 4
(—f) = =P = v> f)+ 3 4.4,: (Mf)-’r“' (3.2.3)
3t /eotreston 4t At
On egquating this to the left-hand side of (3.1.1), one obains the Fokker~Planck equation.
One immeliate application of this equation is to the Brownian motion, leading to the result
obtained earlier by Einstein by other methods. We shall not go into further discussions of
this equation, except to emphasize that it is not invariant upon time reversal, and that this
non~invariance comes from from the assumed relation (3.2.2). That this relation inntroduces
a time arrow will be more clearly brought out in the following section.
3.3. The Master Equation (Wu,1966)

Here we shall formulate a time-reversal non-invariant theory in a formal manner, leaving
out detailed physical interpretation, in order to bring out the far-reaching consequences of

a relation of the type (3.2.2).
Let we,i=1,2,, be the probability that a system be in state i at time #, Let the

probabilities at a later time f+4¢ be wa”, £=1,2,--We have
?W:ﬂl, ?W¢’=‘1 (3.3.1)

Assume that the system in state & at time ¢ has the transition probability A, in the interval
4t, of going into state 7 at time ¢+4f, Tae transition probabilities depend on the length of the
interval 4¢, but are independent of the past history of the system. They are to satisfy the
requirements, by virtue of their being probabilities,

0<A<] (3.3.2)

and
‘%.‘.Au=1 (3.3.3)

Let us make the hypothesis that relates the probabilities wy¢” (@+4t) and we(t):
we (E+4E) = ?Auu’g(t} (3.3.4)

It is to bé noted that, except for the use of discrete states here, this relation is of the same

nature as (3.2.2).
Frem (3.3.4), together with (3.3.3), one obtains

— 10 —
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we’ (1+ 45 —w () =-Z..‘.Au Wy (?An)wl

or

Aw;(t) Z(Au Au ‘) (3.3.5)

which is the sc—called Master Equaticn. If we intreduce the transition probabilities per unit
time

Gee=Au/dt
we may write (3.3.5) in the differential form
dw‘ Ecauw;—01¢W¢) (3.3.6)

The theory above kas the following properties:

() Once the assumption (3.3.4) is made expressing wy” at f+4f in terms c¢f the ws at
time #, it is not possible to go backward in time to find the w:(£) in terms of the w (¢4 4f)
and still to have the same probability meaning given in (3.3.4). Let us assume that the
inverse matrix A-! exists so that equation (3.3.4) can be solved

we(H= 2 A wi (2445 (3.3.7)
From A'lAéunit matrix, we have

DAT Au=tr . (3.3.8)

Take kq&]. Since all A¢y are =0, it follows from (3.3.8) that not all A , 8re greater thanr
zero. Again, take k—j. Since all Awn<1, it fbllows from (3.3.8) and (3.3.3) that the A
cannot all be <1,

From this it also follows that the Master Equation (3.3.6) has no probability meaning if
one simply reverses the sign of ¢,

(i) Let us define, similarly to (2.4.2a), an H function by

Using (3.3.5), we have
%=%Z(Auwx—fluwt) A+1nwe)

'k

E_ﬂl?_Z(A”wl_Aklwi)lnwt on using (3.3.3)

[ RF ]

-—*—Z@w —wolnw, on using (3.3,3) and (3.3.4)

By tse ¢f tle came method as that vsed in proving tte mathematical inequality (2.2.12)
(which Ciffers frcm thke present prcblem in involving integration instead of summation), it
can be seen that the right~fand side cf the last line in the equations above is negative. Hence

dH .
WSO _ (3.3..10)

Thls shows that the theory has a definite dlrectlon of txme.*_ (next page)

— 11 —
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(iti) The Master Equation, subject teo the basic assumption (3.3.4), is quite general. By
replacing the discrete states by continuous states, the H function defined in (3.3.9) can be
compared with the H function in (2.2.5). It may be recalled that on the basis of the dynamical
laws, the H functicn in (2.2.5) remains unchanged in time, whereas on. the basis of the
probability assumption (3.3.4) the H function in (3.3.9) decreases monotonically with time,

(iv) The linearity of the Master Equation is only apparent, because the transition proba-
bilities s can depend on the probabilities we. In fact the Boltzmann equation (3.1.1) can
be thrown into the form (3.3.6) in which the transition probabilities a¢ are proportional. to.
the wy=f(r,vi,t) in (3.1.1). One may regard the Boltzmann equation as a special case of the
Master Ecuation. They are both time-reversal nsn-invariant. :

2.4 Thecries Based on the Licuville Equaticn -

As seen in Secticn 2, the Liouville equation is time-reversal invariant and it is not possible
to obtain an irreversible equation from it without additional assumptions. But it is also seen
that the theories of Boltzmann and' Gibbs make the approach of a gas to equilibrium extremely
probably irreversible. In recent years many attempts have been made to formulate a theory
of gases (and plasmas) by starting from the Liouville equation. The common initial step in
many of these theories is to transform ‘the Liouville equation into a system’ of coupled

*The proof of the relation (3,3.10) can be carried out without appealing to (2.2.12)
but by using an extra normalization for the A, namely, 7
? Ap=1 (3.3.3a)

The meaning of this condition is not as obvious as (3.3.3). But both. (3.3.3) and (3.3.3a)
are suggested in a quantum mechanical version of the theory where the relations (3.3.3) and
(3.3.3a) are properties of the unitary transformation in time (Wu, 1966).

We calculate, from (3.3.4) and (3.3.9),

H(t+45— HCD ==‘},3' Agswalnwe — E' welnw,

Now we have the following inequality due to Gibbs. For any positive x, we have
. o .
flnydy=x1nx—x+120
1

Set x=we/ws”, multiply the above inequality relation by w¢” and we get .
welnwe — we +we” = welnwy”

Since all 4:;:=>0, we obtain
H(t+4)—-H() < ‘% Ag (wilnwe—ws +wi™)— }; welnwy

On using (3.3.3) and (3.3.3a), it is seen that the right-hand side is zero, and we obtain
H(t+4)— H(H <0 _ '

It might have appeared at first thcought that had one used the inverse relation (3.3.7),
all t_he ahove steps ‘could' have been repeated, with A:: replacing A¢s, and one would have
arrived at - o _ :

- o . H(O-H(t+4D=0
and this wculd have meant o
. H({+4) - H(H) =0
This result, however,r_it not true, becgusg the A: are not all>0 as we have shown beforg,
and one cannot arrive at thé inequality H()— H(+4t)<0. : -
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equations by defining s—particle distribution functions
Fl(xl ,xx,---:xnf)
(in which x; stands for q¢,p¢,5=1,2,...N) by

F.=V'J‘---IFNa’x..~1,...,dx;v, Fy proporticnal to g in (2.2.1)

V is the volume of the gas. Let ¢y denote the intermolecular interaction between particles i
and f. The Hamiltonian of an s-particle subsystem of the gas is

H.=Z‘(2_:n e +UCqe) )+- ng @t

Let us introduce the Poison bracket expressmn

dA OB 3A BB
A,B}= = .= 22
¢ s E(ch P Iy 9qq

Then simply by integration of the Lmuvﬂle equation (2.2. 2), one obtains the system of coupled
dlfferentlal-mtegral equations -

BF .

—{H.,F, {Egbh .mF.u}, s=1,2,. L(3.4.0) c3.4.1)

which is known as the B—B-G-K-Y hierarchy (Bogolmbov, 1946; Bron & Green, 1946 1947;
Kirkwood, 1946,1947; Yvon, 1935). This system of equatmns is completely equivalent to the
Liouville equation and is time-reversal. .invariant.

Different theories differ at this point in their different expansmns of the F, and the
different methods of introducing a t1me—1rrevers:bxhty into the theory. It is beyond the scope
of the present ariicle to ‘describe the various: theones. We wxsh only to emphasize the
time-irreversibility aspect of- these theories. "

In the theory of Bogoliubov, a time direction is introduced by the 1n1t1a1 condmon whxch
. defines that direction as the past in which the s-particle distribution function F; is uncorrelate:i

1.e., = . -
Jlim Fy=Fi(DF(2),Fi(s), 52,3, N a @42

The positive direction of time, or the future, is the one along which the particles become
correlated on account of their interactions. When the conditions (3.4.2) is used in integrating
(3.4.1), the result is no longer tlme—reversal invariant. It might bé mentxoned in passing that
by expandmg the F. in powers of the gas density ani termmatmg the’ equatmn for Fy from .
(3.4.1) at the first order in :density, ‘Bogoliubov obtained an ‘equation which, in some -
approximations, reduces to Boltzmann s equation (3.1.1). This is a most sat1sfactory feature
of Bogoliubov’s theory, since it furnishes a foundation for the’ Boltzman equation. A similar
theory of obtaining Boltzmann’s equation from the Liouville equatmn has been independently
given by Kirkwood.

In the theories of other authors, either an imitial condition on the many particle function
F, is used, or a Laplace transform in time is made

fChyv,w) = ff(kut)nxp( wt)dt . o T (3.4.3)

where the real part of w is positive. Such a transform auftomatically excludes negative values
of # from the theory, and only positive values of ¢ are permissible.

— 13 —
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4. Concluding Remarlks

From the preceding sections, we can summarize the discussions as follows.

(1) There are the observed irreversible processes in gases. If we are interested only in
formulating laws to describe them in the macroscopic view, then we have already satisfactory
laws.

(2) But if we are interested in formulating theories from the atomic level, i.e., in
understanding the macroscopic irreversibility on the basis of dynamical laws governing the
motions of the molecules, then there are two major problems. One is the impracticability,
and irrelevance, of dealing with the large number of molecules in any macroscopic amount of
gas. Probability concepts and statistical mehods are introduced to deal with this aspect. The
other problem is to get out, from the fundamentally reversible dynamical laws, theories that
will descrite the observed irreversible processes.

(8) The marriage tetween probability concepts and dynamics leads to the Liouville equa-
tion which however is dominated by dynamics and is time-reversible invariant. Without the
addition of other assumptions outside of dynamical laws, one cannot obtain from the Liouville
equation a theory which is time-irreversible explicitly. In particular, one cannot establish such
an irreversibility as the H theorem on purely dynamical ground. o .

(4) On the other hand, on the tasis of the Liouville equation, it is possible to understand
the extremely high protability of “irreversible” approach of a gas toward equilibrium. This is
achieved in the theory of Boltzmann for one single system and that of Gibbs for an ensemble.
Thus the Licuville equaticn, although mathematically reversible in the time, dces ccntain the
essence of "physical”’ or “macrescopic” irreversibility in the prokability sense, This property

of the Licuville equaticn Las its origin in the largeness cf tke numter cf particles in the
system under ccnsideration. '

(5) Because of ttis last-named property cf tte Licmiille equaticn, it follows that any
thtecry tased cn it and rencered time-reversal ncninvariant by any pldusible assumpticn or
artifice will also describe the irreversible apprcach to equilibrium. This is illustrated by the
theories of Begoliubov and cthers who introduce certain :initial conditions that in essence
de.fine a time arrow. In such theories, the objections of Loschmidt and of Zermelo will not
arise.

(6) Now we may ask ourselves the question as to what we really want regarding a theory
for irreversible processes. If we allow ourselves to be less puritanical as far as strict adherence
to dynamical laws is concerned, then our object is to formulate a theory with the purpose of
describing the irreversible processes.. We may retain dynamics as far as possible but are ready
to introduce additional ideas which are not deducible from dynamics. : - o

It is on this philosophy that many theories have been proposed.- Boltzmann’s equation,
;he Fokker-Planck equatﬁQn and the Master Equation are briefly referred to in Sections 2 and

(7) There are authors who are not happy with this attitude. Some try to trace this irre-
versibility (in the macroscopic scale) to something more basic. It seems that at the moment
not much can be reported about such ideas.
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The Reaction 27Al(d,p)?8Al in the Energy Range of the Deuteron
from 2.0 MeV to 3,0 MeV(™®

C. S. LIN and E. K. LIN (G4

Institute of Physics, Tsing Hua University and Academia Sinica

Abstract.—The *7TA1(d,p)?8Al reaction was studied zt bomdarding energes between
2.0 and 3.0 MeV. Excitation functions in steps of 15 keV at two angles of 90°
and 150° and angular distridntions from 15° to 150° were measured for four
proton groups leading to the low~lying levels of 2*Al, Two mechanisms of compound
nucleus and direct interaction were found to be contemporaneously present in the
reaction. The direct effect contribution for the group p, corresponding to the
ground-state transition was calculated by the DWBA stripping theory. The
experimental total cross-sections at 2.5 MeV compared to the Hauser—Feshbhach
calculations are given and discussed,

1. Intreductien.

It has been shown¢*-#> that the (d,p) reactions on medium light nuclei (A=225) at rather
low deuteron energy can go through the stripping process and both compound nucleus and
direct interaction were responsible for the reaction mechanism in the reactions. This can be
seen from the shape of the excitations and of the angular distributions. In the last several
years the *7Al(d,p)?%Al reaction has heen extensively studied at a few MeV deuterons.
Gadioli et al.¢" have made detailed measurements for the FTAI(d,p)¥3Al reation in the
deteron energy range (1.4+2.3) MeV. Corti ef al.¢® have investigated the same
reaction at one angle in the forward direction for deuteron energies ranging from 1.5 to 2,9
MeV and from 1.5 to 2.3 MeV at one other angle in the backward direction. Their quantitative
results have been obtained showing both compound nucleus and direct effect contributing to
the the *TAl(d,p)**Al reaction. In the present work we extended measurements on this
reaction at deuteron energies (2.0+3.0) MeV with an aim to investigate the behaviour of the
3TAl(d,p)**Al reaction leading to the low-lying levels of residual nucleus 2*Al over a range
of low energies.

(*) Work performed at the Physics Ressarch Center in Hsinchu and supported by the
. Academia Sinica and Tsing Hua University.
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2. Fxperimental methed,

The experiment was performed with a 14? scattering chamber on the 3.0 Mev Van de
Graaff accelrator. A detailed description of the expsrimental methol has been described in a
preceding paper<®?. The alumnium target was a thin self-supporting natural Al foil of
thickness = 150ug/cm?*. Only one target foil was used throaghout the experiment. The protons
emitted from the reaction were detected by a Li~drifted junction detector in conjunction with
a 1024-channel analyser and standard electronics. The deuteron beam is monitored by means
of a Faraday cup and a current integrator. The elastically scattered deuterons and rezction
alpha-—-particles are removed by an absorber of alumpium foils of thickness 15mg/cm? being
stacked in front of the detector.

Measurements were made for the excitation functions ranging from 1.5 t0 3.0 MeV in
steps of 15 keV at two angles of 90° and 150°, and data were taken at eighteen angles between
15° and 150° to obtain the angular distributions at E¢=2.5 MeV. The differential cross—sections
were computed for the four proton groups leading to the low-lying levels of 23Al. Th=
uncertainty on the caleulated absolute cross—sections was estimated to be less than 20%.

3. Resuits and discussicn.

The typical proton energy spectrum of the 37Al(d,p)?*3Al reaction is shown in Fig. 1.
The energy resolution is about 80 keV, In the spectrum groups p; and p; corresponding to the
300 - — states of ?%Al with excitation 1.37 and 1.63 MeV
were well separated, while the group p, consists of
the unresolved ground and 0.03 MeV states, and the
groap pi consists of the unresolved 0.97 and 1.01
MeV states of %%A],

The results of the measurements of eight excitation
functions for differant proton groups are shown in Fig
2 to 5, The angular distribution measured at E¢=2.5
MeV are shown in Fig. 6 and 7. The existence of
_ fluctuations in the excitation functions clearly
3 . o indicates the pres:znce of the compound nucleus
r 097 mechanism in th2 transitions. The observed angular

10 distribution for the group p,, as shown in Fig, 6,
presents a maximum at forward angles near 0°,
which is typical of a stripping reaction with
transferred angular momentum /=0. As is seen from
Fig. 7, the groaps p: and p; have an angular
i 137 distibution without any typical behaviour; however,
the angular distribution of grouap p. shows somewhat

nonegligible contribution from stripping effects. It is

‘ - evident that the reaction for the p,, p: and pj

0= 00 2%  transitions proceeds mainly through compound nucleus

channel number formation and the direct effect would be very small

Fig. 1. ~Typical proton enegy spectrum for p; and p, trantitions, while for p, transitions

for the *TAIKd,p)**Al reaction. Num— the interference effect apparently exists, It has been

bers over peaks refer to excitation energy suggested by Holt ef al, €¢1®Y that both /=0 and

in MeV of levels in 23Al, E¢=2.615 [==2 contributions may be present in the p,
MeV, 8129=90° transition.

Co3

o
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100

(9 C. C. Hsu, E. K. Lin and W. N. Wang: Nuovo Cimento, 59, 39(1969).
(10) J. R. Holt and T. N. Marsham: Proc, Phys. Soc.,A 66, 249(1953).
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The direct effect contribution for the group p, was calculated by the DWBA stripping
theory. The calculation was made for a transferred angular momentum /=0, using the
programme JULIE developed by Bassel et al.¢*1>, The optical potentials used in the
celculation are of the Saxon-Woods type with the deuteron and proton parameters listed in

Table I.
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Table I. - Optical mcdel parameters for the DWBA stripping calculations.

_(11)'R-H. AB;ié‘seI,- R. M. Dr-is.ko and G.R; 'Satéher:

Report ORNL~3240 (1952),

_ Deuteron Proton

V (MeV) 60 52

ro (fm) 1.40 1.25
as (fm) 0.70 0.50
W (MeV) 40 24

r%e (fm) 1.40 1.25
a’y (fm) 2,70 0.50

For both deuterons and protons, the real optical potential used is of the
\ Sazon form and the imaginary optical is in the form of surface absorption.
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the DWBA caclulations. - Ea=2.5MeV,
~Table II. ~ Results of the analysis for the 27Al(d,p)?**Al reaction.
Group | Level e%x?z‘;el I <da/d9>9°°l<da/d9>15°° (mb)(?) oen(mb)(®
up | bavals (mb/sT)(2) I(mb/sr) (2)[Cens 2 oea(mb)(*)
_ g.s 0 3 } o
Po 1 - 0.03 - 9 0,74 0.50 8.7 5.8
p1 { 2] 0.9 0+ 0.28 - 0.23 498 | 2.9
3 1.01 (3*) '
P2 4 1.37 1+ 0.12 0.10 1.47 1.5
Ps 5 | 1.63 (3*) 0.25 0.20 3.4 [© 2.5
_ (a) Theauverage diffential cross-sections <do!d2>,, and <da/d!2>159'were obtained
by averaging oyer deuteron energies (2.0+3,0) MeV at angles 90° and 150° respectively.
(b) The experimental total cross-sections des, were oblained by mtegratmg
over the angles (15+150)° at Eq=2.5MeV.
(¢) The theoretical cross—section Fth. WaAS tha Hauser—-Feshbach calculat:on at
Eg=2.5 MeV .-

The result of DWBA calculation for the group p,, as shown'in Fvi"gtﬁ"giv'e's a reasonable
fit to the experimental data. This indicates that the p, transition in the reaction 3"'A1(d p)38Al
‘he energies investigated- go€s principally thraugh the stripping reactmn.‘In the case of the

.a»
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groups pi1,pa and ps the direct effect is not large, the evaporation ccntribution to the
differential cross—section was calculated with the Hauser—-Feshbach formula €% using the set
of parameters given in ref,¢">. In the present energy range, the compound nucleus *°Si is
excited at about 20 MeV in the continuum region, and the use of the statistical analysis is
justified., The result of this analysis at an incident deuteron energy of 2.5 MeV is presented
in Table II. Also listed in Table I are the measured
values of the differential cross—sections at &z =90°
and 150° averaged on the whole energy interval.
Figure 8 shows the experimental values of the total 8t
cross-sections for the different p transitions of the
V1A d,p)% Al reaction, compared with the theore-
tical calculation at 2,5 MeV., The agreement is quite
reasonable for groups p: and ps, while a discrepancy
appears for the first two p groups, in particular
for the p, group the experimental value lies far
above the straight line. This is not surprising, since
the direct is present significantly in the po transi-
tion.

In conclusion, the structures of energy excitaticn
functions and angular distributions found in the
present experiment are about the same as those
observed in the earlier measurements ¢*’7 in )
the deuteron energy range (1.5+2.3) MeV. The 0 2
present data give furtl er indication that two meck~
anisms of compound nucleus and direct interaction
are contemporaneously present in the *7Al(d,p)*2Al
reaction at deuteron energies (2.0+3.0) MeV, and
the direct stripping and possible interference effects
gives considerable contriburion to the p, tranition
and for the higher transitions the compound nucleus plays a significant role in the reaction.

The authors wish to acknowledge their indebtedness to Dr. Y. C. Liu for his helpful
discussion. Thanks are also due to Mr. G. C. Kiang for his help in performing the experiment,
and to Mr. T. Y. Lee for carrying out the computer programming.
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Fig. 8. ~ Experimental values of the
total cross—sections for the different
proton groups form the 37 Al(d,p)38 Al
reaction compared with the Hauser—
Feshbach calculation at 2.5 MeV.
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(12) W. Hauser and H. Feshbach: Phys. Rev., 87, 366(1952)
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Investigation of T=0 Excited States of 4He Using
Three—Particle Reactions
E.L. Haass, R. Hagzlbarg, W.N. Wang (£- %) *,E.K. Lin (%hFH)*,
D.P. Saylor and M.A. Fawzi
Kernforschungszentrum Karlsruhe, West Germany

Abstract

Using 52 MeV deuterons and 104 MeV a-particles coincidence measarements in three
entrance channels were carried out for the following reactions:

*He(d,d’)*H tHe(er,a”t)'H sLifd,a”)*H
*He(a,a’3He)n *Li(d,a”3He)n
+He(d,d’d)D ‘He(at,a’d)D - SLi(d,a’d)D

In measuring the correlations, the detector of the inelastic particle was kept at a fixed
position and the second detector scanned over a range of coplanar angles favouring *He final
state interactions. '

The data can be fitted consistently with six 7'=0 excited states of *He, at 20.2 MeV,
21.1 MeV, 21.9 MeV, 25.5 MeV, 28.5 MeV and 31.8 MeV with widths (I") of 0.2 MeV,
0.8 MeV, 1.8 MeV, 2.9 MeV, 5.3 MeV and 5.6 MeV respectively., The validity
of the sequential reaction mechanism is examined. The internal consistency of the level
parameters for the three entrance and three decay channels as well as the symmetry of the
extracted angular correlations about 0 and 90° in the reccil system centre of mass agree
very well with tke model of sequential decay. The angular correlaticns agree well with

the predictions of a simple theory using the impulse approximation.

a

3(p)

{a) (b)

Fig. 1. Diagrams Ca) for a reaction and (b) for a reaction with three particles in the exaf
channel, both forming 4He as intermediate system.

*Research Fellcw c¢f tke Institute cf Physms, Academla Sinica
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1. Introduction

Tte *He nucleus is the lightest nucleus with an extensive system of excited states. It is
a doubly magic nucleus with a high degree of symmetry. These facts have stimulated a
number of theoretical calculations in recent years¢t>™, The splittings of the 7 members of
the /=1 supermultiplet yield information on the strength of temsor forces¢® . Also model
independent calculations starting from nucleon~nuclecn fcrces are now coming . within the
realm of possibilities¢™, : T :

The fact that all the excited states in *He are particle unstable and that their widths are
appreciable in comparison with their energies above threshold make both measurements and
interpretation of *He resonances difficult. So far practically all of the information on
resonances in the mass 4 system has been obtained from phase-shift analyses of elastic
seattering and of reactions, proceeding through a mass 4 compound nucleus¢®> (Fig. la).

An alternate approach is to study reactions with three particles in the exit channel in
which ‘He resonances appear through final state interactions (FSI) between a pair of the
outgoing particles. ‘ . . ' Co A

Here *He is formed in a direct reaction and decays into one of the three " possible decay
ckannels T+p (Q=19.81 MeV), 3He+n (@=20.58 MeV) and d+d (Q=~23.84 MeV above the
‘He ground state). Tke assumption of sequential decay appears reasonable at our incident
energies. _ . C - . R o

During the mean life of the lowest excited state tke inelastic particle and tke intermediate
system separate by about 100 times the range of thkeir nuclear interaction. _Conse:vétion of
isospin and parity, and possibly the reaction mechanism, lead to considerable selectivity in
the levels. that can be excited. This is a great kelp in untangling the overlapj)i_ng- resonances.
The problem of overlap between the 21.1 MeV, 0- and the 21.9 MeV, 27 states is partticularly
severe. As the 0" state is forbidden on account of parity conservation .in the inelastic scat-
tering of e—particles off *He, this reaction offers a unique possibility to determine level
parameters for the 2=, T=0 state. Previous¢14?3%) kinematically complete experiments have
only been able to positively identify the 20.2 MeV, 0* state. Reactions .with three particles
in the exit channel lend themselves to a reasonably simple interpretation if the reaction
proceeds via sequential decay. '

To test the validity of this hypothesis ¢f sequentiatl decay and to extend tke available
in formation cn excited states ¢f the a-particle is the aim cf the present wcrk. It attempts
also to extract the emergy and width of higher excited states of *He. To this end we
investigated tke fcllowing reacticns using 104 MeV a—particles and 52 MeV Ceuterons:

‘He(a,a’tHH _ Li(d,a’t)*H ) - *He(d,d’t)p
‘He(a,a”*He)n , fLi(d,a”3Hedn - *He(d,d7d)D
‘He(o,a”d)D : SLi(d,a”d)D

Within the validity of iscspin conservation all three entrance channels excite only T=0
levels.
Preliminary cata ccntained in tle present werk tave previotusly been published¢®?,

2. Kinematics and Experimental Procedure

In discussing the kinematics we follow the notation of Ohlson¢*®?. Let us consider coplanar
events, as all present measurements were done in the reaction plane. A projectile p is
inelastically scattered off the target ¢ and emerges as particle 1 at the laboratory angle 6%,
(Fig. 2). If for convenience we treat the reaction as sequential, the intermediate system 2-3
recoils in the direction #*;; and carries a definite energy E,;, above the two particle threshold.
This corresponds to a definite excitation energy Eg=FE;z3+6& referred. to its ground state. The
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Ca,a’?Hedn reactions,
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interme liate system then decays into two particles forming an angle 830,(=8°) with the
recoil axis in its centre of mass system, and the energy E;, is shared by the particles 2 and
3. The recoil momentum combines with the momentum set free in the decay, so particle 2
emerges at 6%3. In the cise E,3< Ezeons, for a given E;, particle 2 (having mass 2 or mass
3) can only emerge within a definite decay cone, To a given #; generally two values of @zox
are associated, one for @gex less than about 90° anl another (shown dashed in Fig. 2) for
Oreox larger than about 90°, .

To gain "kinematically complete” information we have carried out coincidence measurements
between the inelastic particle 1 and the decay particle 2, simultaneously measuring 7,
3He and d for the three possible 2-particles decay channels. #*; was kept fixed and #%; was
variel in up to 20 steps over a range of angles favouring *He final state interactions. After
transformation into the recoil system center of mass (RCM), one obtains the angular correla—
tion in the RCM system. The beam of 104 MeV a-particles and 52 MeV deuterons was
provided by the Karlsruhe Isochronous cyclotron.

Fig. 3 shows a typical map display of a two~parameter coincidence measurement for the
inelastic a-scattering off *He, One can see events along the kinematically allowed curves for
the three decay modes. For the triton curve one can see in aldition to the upper branch (large
E's, Brox<<==90°) also the lower branch (small E*;, @xcy>=90°). Using *He gas and °Li
self-supporting targets, data were recorded for the eight reactions investigated.

To facilitate particle identification, solid state detectors were used for both telescopes,
Timing signals from the two telescopes were sent to a start-stop time to amplitude conver-
ter. A discriminator window corresponding to 30 nsec was set on the output. This corresponds
to about twice the value neelel to compensate for time of flight differences. E*; singles
spectra, gated with the ORTEC particle identifier discriminator output, were recorded through~
out the measurements simultaneously. E'; singles gatel with discriminator outs for d, ¢,
and *He windows on the E, particle identifier signal, measured for each 4%:, permitted
the small remaining correction for random coincidences to be carried out. The shift
of the *He curve was carried out by adding a standard pulse to the E%; signal when
ever the 3He discriminator triggered. For the ¢6Li+d reactions all ADC outputs were
also recorded event by event on magnetic tape for later analysis. The events are summed up
across each ridge and are projected onto the Ea‘-axis; there is a definite, slightly non—linear
relationship between Ea‘ and E; for the resonances in *He.

3. Results and analysis of tke energy distributions
2.1 The *Hela,a”t) H reaction

Fig. 4 shows for fixed #*; as a function of - E, with #*; as parameter a representative
set of spectra from projections of the upper branch for the tHe(a,a’t)'H reaction. The
transformation from F'a‘ to Es has been carried out by multiplying with 4E*;/4Es. Just
above the threshold at 19.81 MeV one notices the well known 0+, 20.2 MeV state. It appears
only within the limits between §*s=44.5° and §';=56.3° of its decay cone. Outside the cone
a broad pezk at E,=21.9 MeV can be seen. As the 0~ state at 21.4 MeV¢® is forbidden
on account of parity conservation (identical spin 0 bosons incident), this reaction is particu~
larly suited to determine resonance parameters for third (27, T=0) state of *He. Beyond that
there is a broad structure peaking at 28.5 MeV. For increasing #%: this gets obscured by a
peak moving in from the left and arising from the p-*He F3I in the ground state. It occurs
at the kirematically predicted positions. For changing #*; this peak must shift.
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Fig. 5 shows 8 spectra for the lower branch of the same reaction. The rapid fall of the
phase-space distribution leads to a small laboratory cross section for higher excitation
energies. Together with the increased random rate this makes evaluation for higher excitation
energies more uncertain. Beyond the resonances at 20.2 and 21.9 MeV already noted for the
upper triton branch, with increasing @%s another bump at 25.5 MeV starts coming up. The
low energy regions of the two spectra for the largest values of §*s are partly disturbed by
tails from *Li resonances. .

3.2 Method of analysis and theoretical interpretaticn

Generally for each decay channel ¢ we have
d“a'g

AP, dBsdE",

where p. is the phase-space factor the decay channel under consideration. The matrix

element M, combines both vertices in Fig. 1b. Following Goldberger and Watson¢**? we factor—

ise M, into a term U, independent of internal coordinates of the 2-3 system arising from

the first vertex and an enhancement factor M*®, which describes the final state interaction

=1 Me|2epe==|Uel = | M % | Pepe - ¢))

af: between particles 2 and 3 and which reflects resonances

a \\/ in the 2-3 system. For the case of the PWBA this
, formula lends itself to a simple interetation and permits

explicit calculation of both energy and angular depen—

é dence: Levinson¢'® and others have shown that the

zero range PWBA treatment is formally identical with
that of the exchange of a fictious spinless particle.
This has momentum along the recoil axis, and angular
momentum [ relative to the target.

Then we have the problem of the scattering of

PWBA model of sequential reaction this fictious S=0 particle off an S=0 a-particle
forming an intermediate state possessing a series of
resonances with J* decay into the three possible decay channels.

This can be explicitly calculated in terms of the R-matrix theory or the theory of Hum-
blet and Rosenfeld<t®). According to Ref.¢** the uvse of DWBA and non-zero range forces
does not materially alter the picture, but may lead to different populations of the magnetic
substates of the intermediate system.

As a first step in analysing our data we neglect Coulomb and threshold effects, interfer—
cnces between levels and coupling between decay channels. Then assuming the non-resonant
coefficients with a smoothly varying energy dependence to be constants, the expression for
the reaction-matrix element<¢*$> reduces to

1
Ima.t -"[TnB n”{"(Ex—En) Aln
0540 (B, 020017~ B [ C+22 : \Piccos o) @

T Ea—Eay +1 3./4

The sum over [ is limited to [maz<<2J or 2L, whichever is smaller; the Bis are zero
for odd values of [. The sum over n extends over all resonances of definite J%. C is a
constant non-resonant term, the B coefficients give the intensity of Breit-Wigner single level
sesonances, and the A coefficients give the intensity of interference between the resonances
and the non-resonant background (limited in size so that the cross—section does not become
negative ).
= Actually the data are measured in the laboratory system, and it is the simplest to carry
‘out the fitting in that system also, because of the folding effect of the energy resolution.
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We have fitted the spectra for a set of 6*s for each of the reactions with the expression

3 er i l‘an B‘z E.-;—En An 6'3
aranam; P Coor g RG2S A )JP‘(E’Q} ®)

Here F denotes the operation of folding the "theoretical” curve with the experimental

resoluticn, tzken to tave a geussian form. The ccefficients for each resonance # have heen
rewrittn:

Bn(ﬁ‘a)=2‘ '% Bln Pl (COS 6303) C4)
An(3'2)=2;%/'1:n P; (cos @rox)

For the explicit form of p¥ E*;) see formula (28) in-Ref1 ]

An automatic fitting program utilising an IBM 36065 wag developed.

In fitting each family, resonance position as well as width parameters are varied in
ccrmen exd the Pa,Aa exd C irdivideally fer each sfectrum so0 as to minimize y3®, The
resuiting fits are drawn as solid curves in the spectra. :

As shown in Fig. 46 and 9,10 excellent fits are obtained for all spectra. The value of
1?1 ="/ (M -N) (x* divided ty tke numter of data - peints minus the number of parameters)
ranges between 1.C5 exd 1.18 fer the different femilies, es ccmpared with expected value of
1. :

In fitting the data, regions corresponding to excitation up to 5 MeV in S5Li and SHe

were (mitled, 0 s {o exclede tle mees 5 grcurd state ird a rossible weak first excited
state around 2.6 MeV. '

3.8 Tke *He(a,a”d)D reaction znd transfermation inte the RCM system

Fig. 6 shows a representative set of spectra for the *He(a,a’d)D reaction. The small
bump 2rcvrd 24 MeV excitaticn dees rot corresrerd 1o a rescnsrce, but results frem the
skare of tke rrojected rlase—spece disirituticn. (tee Fig. 7). As for tke triton decay there
is a breed meximem peskirg srcurd 2€.5 MeV. This resk {alls with increasicg 6% zrd a
structure is reached which certainly cannot be fitted with a single Breit~Wigner resonance.

For this reaction no quasielastic process is expected to contribute as the Q-value (~24
MeV) is ratker large compared with tke erergy available in the centre of mass (52 MeV).
Alco its maximum at 6%;=23°, F,=43 MeV wculd lie cutside the region measured.

There is ro evidence for FSI arising from °Li rescnances.” Tkey would shew up as
rer1cw, repidly shiftirg peeks; thcvgh for tke erectra {er the largest values of €' a small
contribution cannot be excluded. ‘ o :

Tre simplest escumpticn to zcccent for ke structure is to ure two Breit-Wigner rescnarces.
Tke recultirg colid lire in Fig. € yields ¢n excellent fit for two. resorzrces at 28,7 MeV ard
1.9 MeV. At tke very lecet this estvmwplicn yields en excellent parzmetricsaticn of thke data
for trersformeticn jrto the RCM eystem. To carry cut ke trersformaticn tke *theoretical”
spectrrm, ret felded, is multiplicd by the Jeccbi fecter for trersformation frcm tle letoratory
to the RCM system. This can be obtained from eq. (10) in Reference 10. '

Note tlzt tle expresicn of Fef. 10 les 1o le inverted! Tre cerresrerdirg spectra for
6'3=07.4° zrd £%,=46.9° zre skcwn in Fig., Te. Fig. %b skcws three reprerertative RCM
spectra for the ‘He(a,a’t)'H reaction. - o - T

Fig. 8 illustrates the result of a ‘ccmplete trarsformation into the RCM system.
It is charscteristic of tke effect of tle trarsformaticn for the resctiors investigated
in this peper. Here Crew is plotted as a furction of Loth F. ard. €pex. With decreasing Fs
the angular range of @fpew widens, reflecting the decrease in the size of the decay cone. Also
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with increasing E. the recoil axis (fzcx=0) moves to
increasing €zex, that the distribution for the 22.7 MeV T
for the 31.9 MeV stays approximately isotropic.

To obtain acceptable fits to the upper and lower branch triton spectra, five rescnances
have to be assumed. In addition to the chvious ones at 20.2 and 21.9 MeV, a fairly weak
one at 25.5 MeV is needed ard two more at 20.3 and 31,7 MeV with parameters similar to
those of the d,d channel. The values of the reconance parameters for simultanecus fits of
the different families of spectra are listed and compared in Table 1, section 3.7.

smaller values of 6*,. Note, for
esorance dreps gredually erd that

3.4 The *He(a,a’3He)n Reacticn

In Fig. ©a representative set of cpectra for the ‘He(a,a’*He)n reecticn is skcwn. From
a consideraticn of charge symmetry of nuclear forces they are expected to te identical with
the corresponding spectra of the 7+ p chanrel, except for the effects associated with the
differing C-values. This is indeed the case.

As it is below the threshold, the 20.2 MeV state cannot appear. This makes the 21.9 MeV
rescnance appear more distinct. A good fit can be obtained, as shown, using for the 21.9,
25.5, 28.3 and 31.7 MeV rescnances the parameters determined for the T+p channel.

The He ground state appears at large angles more pronounced as it is narrower than the
SLi ground state. The rise near F,=25 MeV in the uprermcst spectum stems frem the fact

that this state also appears twice in the upper and the lower branch but with the role of the
Ea” and E2z. axis interchanged. :

3.5 Tie *He(d,d”i)'H and ¢He (d,d”d)D R:acticns

Fig. 10a gives a set of coincidence spectra for the upper branch of the *He(d,d’t)'H
reaction. They are characterized by a single prcmirent distributicn peaking at 21,2 MeV
excitaticn and cnly weak structure above. The spectra for 6%';=37° correspends to the recoil
axis for 20.2 MeV excitation.

The 0- state at 21.4 MeV<2® i5 allowed in this reacticn. An attempt to fit these spectra
with a single Breit~-Wigner rescnance gave a very pcer result, Two fits with different ex—
treme assumptions were carried out; both gave equally acceptable fits: .

a) Resonances at 21.9 and 21.1 MeV plus a weak one at 20.2 interfere with a significant
non-resonant background, s

b) the non-resonant background is assumed to be zero. Then one needs in additicn to the
ones above further rescnances at 25.1, 23.6 and and 31.4 MeV. ;

These latter fits are shown in Fig. 10a. It is felt that this is more reassonable, as for all
other reaction the nonresonant term was negligibly small and in this case the non-resonant

term weuld certainly. not be isctropic either. Incidentally the spectrum for #'3=25° is bheyond
the edge of the decay cone for the 21.1 MeV resonance.
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Fig. 10, Spectra for the *He(d,d’t)'H and *He(d,d’d)D reactions.
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Investigation of T=0 Excited States 6f *He Using 3-Particle Reactions

The only interfering reaction would be caused by 7=1/2 resonances of 3He between 7.5
and 16 MeV excitation, shifting as noted before. However, no evidence was found for such
resonances.

The neglect of interference between the 0~ and the 2- level might be severe. In a single
spectrum there can be no interference between levels of different J<, as the interference
terms drop out upon integration over Qzgx.

! “He(d,d't)'
. Eg =52 MeY :’i “‘
3 9d"'37.9° “ M
et =-37.9 * ) L] %
2] *» d’- Singles Measurement L ’
: » d'-t- Coincidence Measurement &
1] L3 L}
‘ “‘Ill c. o 'xl
. v (4 *
11 “a,l’&“ﬂ".“‘“ .'Mﬂ"“lnlll"ll“lwlﬂ‘!lil:lx'll"l“. { %
- t+ Resolution ) KA '.}' v
) R T }- . Rt
- L] [ ] L
Y L A T D
: ' Ex [Mev]

Fig. 11. Comparison of the $He(d,d”) singles and the ‘He(d,d’t)*H
coincidence specira.

Fig. 11 shows for comparisin a single and a caincidence spectrum for #; =#%; =37.9°. Here
in arbitrary units thz square of thz matrix elemant is shown, t> eliminate the distortions due
to different shapz for the phase space spaca distribution for singles and coincidence spectra.
For this pair of angles the 20.2 MeV state is more pronounced, also the sharp drop near
E,=21 MeV. The fit of several singles spectra confirms the parameters obtained from the
coincidence spectra.

Three of the simultaneously measured spectra for the *He(d,d’d)D reaction are shown in
Fig. 10. They show little structure. These spectra can be adequately fitted with the same
resonances. The results are listed for comarison in Table 1 in section 3.7.

3.6 Centeren induced reaction en ®Li

A third possibility to excite the T=0 states of *He is by bombarding *Li with deuterons.
Recently results on the same reaction at lower energies have been published (*4>.

A comparison of the results shows the advantage of using higher incident energies, and
at the same time demonstrates that even higher energies would be desirable in spite of the
positive Q-value. All three decay channels are disturbed by other FSI (He, SLi °*Li), so
that only limited portions of the angular correlations are clean, as far as *He resonances are-
concerned. :

Fig. 12 shows 2 spectrum for the *Li(d,a’#)*H reaction. The fit yields. no contribution.

from. the 20.2 and 21.1 MeV; states, 2 very prominant peak for the 21.9 MeV state and
& weak indication fo+ a 25.5 MeV state.
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Fig. 12. Typical spectrum for the *Li(d,at)*H reaction. .

Fig. 13 gives a set of four spectra for the Li(d,d”d)D reaction. The bottom two spectra
show the 25.5 MeV resonance quite strongly, plus a weaker distribution around 28.5 MeV.
The peak at high excitation energies from the 4.57 MeV state of *Li. As #*; decreases the
quasielastic peak starts to obscure the FSI peaks.

A narrow 2* level 55 keV above the (d,d) threshold has been reported by Franz and
Fick¢*®), The present reaction should be very suitable to populate such a state, being inter—
preted as consisting of two deuteron clusters. The proximity to the threshold would cause a
significant fraction of the particles decaying into 4 = to enter 42%; of the second detector.
This resonance should show up as a narrow line with the experimental resolution of 2.5 chan~
nels just above the threshold for the spectrum at #*;=93.5°. |

The angle ¢*3=104° is outside the decay cone. The comparison of these spectra permits
us to give an upper limit of 25 nb/sr® for the cross section for excitation of such a narrow

resonance in this reaction. A corresponding value for the 25.5 MeV resonance is about 4
pb/sr2,

3.7 Summary cf the results on rescnance parameters

The data presented in the previcus subsections show that for a given reaction only the
measurement of an angular correlation &% permits one to detect or to exclude, interference
from other FSI or the quasielastic scattering. For a fixed 6%, the *He resonances are stationary,
whereas in general interfering processes shift with changing #%;, and can thus be identified
with the help of kinematics.

We have measured eight such correlations for three entrance and three decay channels.
For a -given correlation those spectra or parts of spectra that are free from interfering
reactions were treated as follows:

1) Simultanecus fits minimizing y* were carried cut using formula (3). In these fits the
positions Ea as well as widths /'s for each resonance were varied in common, and the Aa,
Bn and C, were varied indivdually for each spectrum. In fitting, the minimum number of
resonances were used that reproduced the data and gave an acceptable fit.

2) The resulting parameters are listed in Table 1.

A subjective estimate for the error in position is + 10% of the width, in addition to

+ 60 keV for the uncertainly in the primary energy and &%, and for the relative error in
the widths + 15%.
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Fig. 13, spectra for the e Li(d,ad)D reaction showing the 26.5 MeV state. For
smaller values of 6%s, the quasielastic process dominates.
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‘He(a,a”’ *He(d,d’ sLi(d,a”
T=0
HO'H 3He)n dD HH d;D D *He)n d)D
‘ - o o _
20.2 20.2+0.004 — —_ 20.2+0.038 — not observed —
o* I'=0.240.006 0.2+0.01
21.1 forbidden _ 21,140,020 — not observed —
0- 0.8+0.04
21.9 21.9+0.017)21.94-0.02 22.04+0.03 — 21.9+0.04 consistent —
. . with other
2- I'=1.8+0.01] 1.94+0.05 1.8:40.06 1.840,08 values
25.5 25.540.0225.6+0.06 at most 25.1+0.04) 25.210.02 weak, 25.51:0.12
0+,1%) | I'=2,940.01] 3.1+0.12| weak 2.94+0.2 2.2+0.01 consistent 3.0:0.22
28.5 28.3+0.0228.3+£0.03)28.7+0,01| 28.6+0.04| 28.7+0.03 weak, wealk,
1- ['=5.3£0.01 5.340.07 5.0+0,13| 3.840.234] 4.6+0.02 consistent consistent
31.8 31.740.0231.7+0.0531.94+0.07| 31.4+0.19 31.9+0.04 very weak, very
I'=5.6+0.01 5.5£0.01} 5,9+0.020 2.810.53| 4.9+0.03 consistent weak
chﬁvmn
O
S ectra 14+8 13 14 6 3 8 3 2

Comparison of resonance positions and widths oblained in fitting data from 8 reactions. A dash means that the
level is below threshold. Errors derived from error matrix, to indicate semsitivity of statistics only.

Table 1
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The errors given in Table 1 are the values derived from the diagonal elements of the
error matrix. As can be seen the values for E., I's agree for all 8 reactions within the
errors. Thus the resonance parameters are internally consistent.

- They are also in reasonable agreement with those resulting from the phase—shift analyses(8?,
given in Fig. 14. The 23.5 MeV, 2* level shown dashed there is associated with a rise in
the d-wave phase, but the interpretation is not unique?*®'. For comparison two theoretical

4 ) .
He Excited States T=0
{31} 1*
{«} =
N8 MeV 45 Mev
hw =18 MeV
30-M¢V- _
a3 ;- (285 (17) )
e ———— 0
ng 2* =
- 40 MeV
> LQ
255 (9°,1) {31}
z 0™ 1" 2”
224 27 ne 2
- i -35 Me\
{2t4 0 %" -
202 0" lz202 0 {«} o
20MeV —
' Meyerhof Prasent Vashakidze Kramer

Tombrella  Work Momasakilisazy  Moshinsky
Fig. 14. Energy level diagram for T=0 states in 4He.

predictions are also shown. In the work of Kramer and Moshinsky ¢3? only central forces were
used and hence the /=1, S=1 triplet is degenerate. In the paper by Vashakidze and Mama-~
sakklisov(*> this triplet is split up by spin-orbit forces and gives the Landé 2-,1-,0" sequence.
To obtain the experimentally observed 0-,2-,1- ordering, strong tensor forces are needed¢*?,

The 25.5 MeV level is new. While it is rather weakly excited in the linelastic scattering
off *He, it shows up clearly in the ¢Li(d,e”d)D reaction. There is indication for such a
level in the ‘He(a,a”) singles spectra34>, The 31.8 MeV level is required in fitting most of
the spectra, though it does not strongly protrude in any of them. In any case its inclusion
Permits an excellent parametrisation of the data. '

Exéept possibly for the *He(d,d’$)'H reaction we observed that the non-resonant
term (coefficient C in eq. (3) was either zero, or contributed only a few percent to the
Cross-section. Forcing C=0, and hence all interference terms A,=0, increased x? by only 10
to- 15%, while the number of parameters is reduced by a factor of Jabout two. This further

re striction Aa~C=0, which cne would not genérally expect to hold, has been used in the
fo llowing discussion. |

— 41 —



E. L. Haase et al

4, The angular correlations

Having ccnsistently interpreted our data from eight reactions in terms of a set of six .
resonances, let us consider the decay angular correlations. We have measured angular correla-
tions of the decay particles from five excited states of ¢He.

To simplify as noted we forced the C and hence the A. coefficients to be zero in the fits.
For each family of spectra the resulting fit provided a set of coeffcienfs Ba.(8%3) for each
resonance n and angle #%;. The area underneath each resonance is given by 2z B,.

These coefficients, when multiplied by the appropriate Jakobi factor at the centre of the
resonance yield the angular correlations in the RCM system as shown in Fig. 15 and 16. The
error bars shown are calculated from the diagonal terms of the error-matrix. They give that
variation of a given parameter, which increasses the y? value by unity, when all other
parameters are held constant.

Figure 15a shows the correlation for the *He(a,a’f)!H reaction for the 20.2 MeV, 0O
state, If the reaction mechanism is sequential, the distribution for a J=0 state must be
isotropic, as borne out.

do | ‘Hela,x'diD I' II : 31.8 Mev
e, Pt
I
' ; t 4 — . C
30 c|>° 3 80 g0° B
4 28.5 MeV
H%EMA *Hefa,c’d)D f i,l
hot
|
. [ N -
x =30 ° 30 60  90° C b
do ‘Hela, 't )'H ? o
+
pre . 20,2MeV 0
- Rmiﬂ § 3 l, . [ by,
v L] r‘ § § f § ¥ Q
A f
0
]

° 30 60  90° 120 150  180° 210 Op

Fig. 15. Angular Correlations in the RCM system fbr 0*1=21°, One unit
corresponds to about 100 pb/sr3, :

The points around 0° stem from the upper branch, and those around 180° from the lower
branch. As the decay cone for this state is rather small, the points near + 90° carry a
correction for the azimuthal angular opening, and the error bars have been doubled.

Fig. 16 shows the anghlar correlations for the 21.9 and the 25.5 MeV resonances, both
for the *He(a,a’)*H and the *He(er,a”3He)n reactions. As expected from charge symmetry
both should yield identical results. The 25.5 MeV resonance is isotropic so far as one can
tell. As the channel spin in the exit channel can only be 0 or 1, the J.=0%or 1* (as 0~'is
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Fig. 16. Angular correlation in the RCM system for 6%, =21°. One unit corresponds to
about 100 ub/sri.

forbidden) within the validity of our assumptions. A third 0* state near 256 MeV has recently
been predicted by Hutzelmeyer¢1®,

The 21.9 MeV, 2- level has non-normal parity, with channel spin 5=1. Its excitation is
forbidden in the ordinary theories<™? of inelastic a—particle scattering., The PWBA only
permits excitation of natural parity states; within the I-S coupling-scheme normal parity
S=1 states are also forbidden.

We have calculated the angular correlations using the impulses approximation with the
following simplifying assumptions. The projectile interacts with only one cluster component
of the target, say a neutron, wheras the *He—~components acts as spectator. The scattering
amplitude ¢ is taken to have the same form as in #—a scattering on the energy shell

t=a+b a3 » (5)

where o is the neutron spin and % the normal to the scattering plane and we assume the
variations in the functions @ and 5 to be negligible when the spectator momentum varies over
the regions of momentum space which make significant contributions to the reaction. With
these assumptions and with & vanishing allows the excitation of the same levels and predicts
the same angular correlations as the zero range PWBA. With b non-zero S=0 to S=1
transitions are induced. It populates coherently the my= 1 substates when the quantisation
axis is chosen along the recoil axis. The decay into *He-n or T+p is via L=1, channel spin
1. '
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For bothe J=1~ and J=2- states the angular correlation is given by do/dRzox =const
(cos@zexn +sin®@eonsinidacy) where ¢rox is measured relative to the reaction plane.

In the reaction plane the experimental points agree well with the c0s¥zox
distribution shown in Fig. 16. Perpendicular to the reaction plane the distribution
should be isotropic. A further result of the theory is that interference between 1~ and 2-, S=1
states only effects the amplitude but not the shape of the distribution in the reaction plane.

Also note that the distributions are symmetic about the recoil axis (frox =0°) as predicted
by the zero range PWBA, as well as the present theory.

Fig. 15b shows as far as available the distribution for the 23.5 MeV level for the
*He(a,2’d)D reaction. Drawn in are the cos3¢ distribution for a $=1, J®=1- state and
the PWBA prediction for L=2, $=0, Ji=2* 353, The data points .favor the 1~ distribution.

Fig. 15c gives the points for the 31.8 MeV resonance. They are consistent with an
isotropic distribution. The 23.5 and 31.8 MeV distributions for the $He+#» and T+# channels
have the same shape, but for the largest values of @zoy they are masked by are the. mass
5 resonances.

For the 20.2, 21.9 and 23.5 MeV resonances our results on J# are consistent with those
of Meyerhof and Tombrello¢$, The 25.5 MeV level has not been previously observed. Whether
the resonance at 31.8 M2V, which we need to fit our data, is associated with the rise in the
d~wave coefficients up to 30 MeV observed in the phase-shift analysis, is not clear. It has
been shown¢22®> that this does not necessarily imply a 2* state. There remains the question of
the validity of our neglect of interference between resonances. This can be answered only by
iteration, as one has to knov J* and channel spins. If our interpretation of the 21.9 and the
23.5 MeV levels is corret,they do not interfere with each other; also they have S=1. The
20.5 and 31.8 MeV resonances all appear to be isotropic. If, as the 20.2 MeV resonance is
known to be, all are S=~0, then interference occurs only between non adjacent rescnances,
as different channel spins do not interfere.

5. Disevssicn and cenelusions

Resonances arising in FSI lend themselves to a fairly simple interpretation if the
reactoin mechanism is that of sequential decay.

Validity of the sequential reaction mechanism is taken to mean that the decay of the
intermediate system is indepandent of its formation. The decay should then proceed according
to the same laws that govern the decay of a compound nucleus. In particular the level para-
meters are a property of the compound system and do not depend on formation or decay.
The branching ratios in the decay do not depend on the method of formation. For sequential
decay through an isolated level there must also be invariance of the #zex dependence of the
angular correlation under a rotation by. 120° on account of parity conservationt2s?,

To test the validity of the sequential decay mechanism we have measured angular corre-
lations for three different entrance channels and the three possible exit channels. The
following findings support the mechanism of sequential decay:

1) All entrance and exit channels investigated give resonant positions and widths that are
consistent within the experimental errors. The resonance parameters are a property of the
intermediate system only; no dependence on #%; or #*; was observed.

2) Within the experimental errors the three angular correlations checked were found to
be invariant under a rotation by 120° about the normal to the reaction plane. @zgx—@zox + 180

3) A further test constitutes the evaluation of the branching ratios for the decay of the
intermediate system into the different channels. This has not yet been done, however, the
branching ratios do not appear to be crudely out of line. ‘

As regards both positions ~nd widths and information on spin and parity our results are
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consistent with what has been previously known about 7T=0 states of *He¢®>.

The present data facilitate more precise determinations of positions and particularly widths
of the resonancas., We found evidenc: for an additional statz at 25.5 MzV. The isotropy of
its angular correlation suggests J<=0* or 1*. If, as has been predicted by Hutzelmeyer<1#>,
this is a 0* state with a strong componznt of L=2, $=2, one can understand the fact
that it has not been seen in ths phase—shift analysis of low energy scattering and
reactions.

It is interesting to compare the phass shift analysis method with the on: used in the
present investigation.

The experimental difficulties of carrying out a coincidenc: mzasurems=nt are compensated
by the yield of spectra covering a large range of excitation energies starting at the threshold.
The added recoil ensrgy makes the simultaneous measurement of the various decay channels
readily possible. The present method offers higher selectivity in many cases. It is applicable
even when for lack of a stable target the phase-shift analysis cannot be carried out. However,
particularly at low incident energies, one does have to concern oneself with possible interfer—
ence from other FSI and the quasielastic scattering. '

The energy spectra show more structure, and so are easier to interpret. See reference (1®)
for instance. This is attributed to the fact that in the formation of the intermediate system
Coulomb and centrifugal forces and more important the non-resonant terms play less of a
role. The level widths obtained in the present work are significantly smaller than those used
by Meyerhof and Tombrello. This effect has been previously noted*#?, '

The angular correlations in the RCM system are determined by the population of the
magnetic substates of the levels. Except for simple cases such as isotropy, they depend on
the reaction mechanism. The symmetry of the angular correlations about the recoil axis
(8pox=0) is predicted by the zero range PWBA as well as the theory described in section
3.2, It is gratifying to observe that these simple models account for the experimental data.
In general this symmetry is not required for a sequential reaction mechanism. It remains to
be shown under what conditions such models constitute and adequate description, and permit
the use of the method to determine spins and parities. Measurements on heavier nuclei are
in progress to test this point.
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E. K. LIN (#fg) ,W. N. Warg (FEH#X), G. C. Kiang (3zte4) ,
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Ahbstract

The reaction **Mg (d,a) **Na was investigated in the incident deuteron
energies, ranging from 2.5 to 3.0 MeV. A total of seven alpha-particle groups,
corresponding to levels in **Na up to 1.88 MeV excitation, were observed, Data
were taken at thirteen angles from 40° to 160° at E4=2.5, 2.7, 2.8, 2.9 and 3.0
MeV to obtain angular distributions. Excition functions in 25 keV steps between
2.5and 3.0 MeV were measured at #=~140° lab. The measured angular distributions
of all alpha—particle groups were found to Le nearly isotropic, and the measured
excitation functions indicate the predominance of the compound nucleaus mechanism
in the investigated region of deuteron energies.

1. Intreduction

The level structure of **Na has been studied extensively’® from deuteron stripping
reaction and decay-scheme work. A level scheme of the low-lying levels derived from the
measurement of the ¥3Na(d,p)?*Na reaction‘*-% and from the 2**Na(n,y) thermal-neutron
capture gamma rays‘®’"™ is given in Fig. 1.

Recently Jahr ef al‘®? reported a new level at 1.51 MeV in ?*Na, which was not seen in
the above mentioned works, from magnetic analysis of alpha particles from the **Mg (d,a)
3tNa reaction at Eg=11.8 MeV. This level was observed to be rather strongly excited and
the peak appeared in the spectrum is about equally prominent as the ground state transition.
A high spin value (¢=4) has been suggested 7 to this level, since the excitation of a high-spin
state is probably enhanced in the (d,a) reaction®.

(*) Work performed at the Physics Research Center in Hsmchu and supported by the Academia
Sinica and Tsing Hua University.
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Fig. 1. Level diagram for low-lying levels of **Na. The dashed

line indicates the new level at 1.51 MeV observed from
the **Mg(d,a)?*Na reaction at E4=11.8 MeV (see Ref.8).

The **Mg(d,a)?**Na reaction at other energies has Leen very little investigated. Previously
we have made a series measurement of the (d,a) reactions on Mg, Mg and 27Al in the
deuteron energy region 2.C-3.0 MeV (Refs. 10~12). The results shown that the investigated
reactions in this range of low energies proceed mainly via a compound nucleus, and the
integrated cross sections can bte descrited by tle statistical thteory*3>, Tle (d, a) reaction
on **Mg is expected to lave some features in common with tle (d,a) reaction in the
neightoring even—A isotope *Mg. In present work, we Lave carried out the measurement of
tke **Mg(d,a)?*Na reaction in tte tombarding deuteron energy range from 2.5 to 3.0 MeV.
An attermpt is made to find tle evidence for existence of a nmew level at 1.51 MeV in *Na.
Preliminary results on the angular distrituticns znd the excitaticn functaicns fcr the 2°Mg
(d,a)**Na reacticn are given in this report.

2. ‘Eiperim ental Methed

A deuteron team from the 3 MeV Van de Graaff accelerator of the Tsing Hua University
was used to bombared a target of3*Mg. To prepare the targets, MgO powder enriched in **Mg
was evaporated under vacuum onto thin carbon foils, and a 2Mg thickness of atout 100 pglem?
was obtained. Monitoring was done with a beam current integrator. The alpha particles
produced in the reaction were detected in a pair of the semiconductor surface tarrier detector.
A detailed description of the experimental method has been given elsewhere. ¢1%-1% -

Runs were performed for thirteen values of the laboratory angles in_the mterval from 40°
to 160° to obtain angular distributions at E4~2.5, 2.7, 2.8, 2.9 and 3.0 MeV. The excitation
functions were measured in steps of 25 KeV Letween 2.5 and 3.0 MeV at an angle of 140°.

3. Results and discussicn

Figs. 2-6 show some energy spectra of alpha particles at deiteron energies 2.5-3.0 MeV.
We observed seven groups of alpha particles. Impuity groups were observed from the

(10) C.C. Hsu, E.K. Lin and W.N. Wang, Nuo. Cim. 568, 39(1969).

(11) W.N. Wang, E.K. Lin, Ren Chiba, T.]J. Lee. Y.C. Yang, C. C Hsu and T Chiao,
Nucl. Phys. A162, 537(1967). '

(12) E.X. Lin, W.N, Wang, ’1 Ch1a0 T ]. Lee, C C. Hsu, and Y C. Yang Chm. J.
Phys. 4, 6(1956).

(13 P-. Ericson, Adv. Phys, 9, 425(1950).
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13C(d,a)*'B and '*0(d,a)'*N reactions. The a, group corresponds to the ground state of
34N a excited in the ¥*Mg(d,a) reaction. The doutlet (1,5 group), corresponding to the first
and second excited states at 0.473 and 0.53 MeV respectively, was not resolved clearly, and
at some angles the impurity group from the *°C(d,a)**N reaction seriously obscured the «,,;
group. The a; group leads to the third excited state of Na®* at 1.247 MeV. It is about equally
excited at E4=2.5, 2.7 and 2.8 MeV as the ground state, while the intensity Lecomes larger
at F4=2.9 and 3.0 MeV. The «, group corresponds to a new level of *Na at 1.51 MeV
excited in the present reaction. It appears in the spectrum defintely at several forward angles.
The otserved intensity decreases approximately to the tackground as increasing angle to
f1a0~20°. At Lackward angles the peak appears to te rather weak. Checking from the
kinematics of the a, group, the variation in energy with angles corresponds exactly to the
kinemaitcs calculated for a **Ng(d,a)**Na reasction. Also, the obtained energy of this level
is in agreement with the value ottained ty Jahr et ai'*? from the same reaction at higher
energy (Fe=11.8 MeV). However, its cross section in the case of our deuteron energies is
relatively much smaller as compared to other alpha groups. Accordingly the excitation of this
level from the **Mg(d,a)**Na reaction is seen to depend on the incident energy. The as,s
group corresponds to a doukblet of the fifth and sixth excited states at 1,846 and 1.885 MeV;
it was not resolved in most cases.

The shape of the measured angular distributions is varying with the deuteron energies
2.5-3.0 MeV. From formation of a compound nucleus, the averaged cross sections over a
sufficient interval of incident energy are expected to Le generally symmetric abnut 90°. Fig.
7 shows the obtained angular distribution averaged over five deuteron energies 2,5, 2.7, 2.8,
2.9 and 3.6 MeV. It is observed that all excited states are somewhat characterized Ly an
isotropic distritution. Not shown in Fig. 7 is the angular distribution for the 1.51 MeV state.
Because statistics are meager for this state, no angular distribution was obtained.
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Fig.2. Typical a-particle spectrum for the *°*Mg(d,a)**Na reaction at 2.50 MeV deuteron
energy
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The results of the measured excitation functions at §=140° lab. for the present energies
E4=2.5-3.0 MeV are presented in Fig. 9. For all alpha groups the excitation functions show
more or less marked fluctuations with energy. This behavior has been observed in the
previously investigated?*Mg (d, a)“ Na reaction **?, where a compound nucleus formation
was found to be responsible for the reaction process.

Verification of the 2I+1 rule has been previously discussed for several (d,a) reactions
(11,18 A large amount of data has been accumulated on the (d,a) reaction on odd-A nuclei.
It has been shown that the deviation from proportionality for the high spin values of the final
nucleus is attributed to the insufficient energy of the deuterons and to the excitation of region
of levels of the compound nucleus. It has been also shown’that the cross section for high
spin states are much depressed from the 27+1 line. The ground state-of-**Na has a high spin
value (7=4). The second and third excited states are known to have spin /=1 and 2,
respectively. At higher excitation all spins of excxted states are unknown. It is apparent that
the 2¢Mg(d,2)?*Na reaction is not fdavorable for an exammatmn of the 27+1 rule. From
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Fig.8. Excilation functions of the a—particle groups from the 3°Mg(d,a)¥*Na
reaction at angle 140° lab -
Present data, it is not possible to draw some information and get suggestion on the spin of
the excited states of ¥¢Na.

Finally we note that the isotropic angular distributions and the fluctuations of the
excitation functions, and the analogy with the 2*Mg(d,a)**Na reaction investigated %
previously allow us to conclude that the **Mg(d, @)**Na reaction in the investigated region of
deuteron energies proceeds via a compound nucleus. In order to extract more information from
experimental data, a detailed investigation of the **Mg(d,«)**Na reaction would be required.
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Study of 27Al(n,d)®Mg Reastion by 14.1 MeV Neutrons

Wei-Noon Wang (Zg X) and Ming—-Chien Wang (F# )

Institute of Physics, Academia Sinica and
National Tsing Hua University

Adstract

The 37Al(n,d)?**Mg reaction has been studied at neutron energy of 14.1 MeV
by using a counter telescope. Angular distributions corresponding to *°*Mg levels
at 0, 1.81 and 2.97 MeV are measured and compared with the Distorted Wave
Born Approximation theory. The cross sections, / values and spectroscopic factors
have been obtained. The experimental results seem to agree with the predictions
of the rotational model.

1. Intredueticen

In last ten years stripping and pickup reactions with the help of Distored Wave Born
Approximation calculation have been extensively used to study the single particle structure of
nuclei. There are a great number of experimental results on (d,p), (p,d) and (d,?) reactions
which are mainly concerning the investigation of the neutron structure of the nuclei. The
proton pickup reactions (#,d) and (d, *He) are comparably rare. The early *7"Al(n,d)*°Mg
reaction reported by Colli et /¢! has measured only one single spectrum at 17°. The angular
pistribution of deuteron groups corresponding to 3*Mg levels at 0, 1.83 and 3.6 MeV by (x,d)
reaction at 14.8 MeV has been reported by Glover et al<®>. They have analyzed their data
with Plane Wave Born Approximation calculation. The 37Al(d,*He)?*Mg pickup reaction
leading to the same final states has been studied by Cuject® and by Pellegrini et altér,
Pellegrini et al have made a comparison between their results with the (n,d) work.
A reasonable agreement has been found between these two works on the ground and the 1.83
states.

In the present work (n,d) reaction on 27Al has been studied by using 14.1 MeV neutrons.
The angular distributions have been compared with the Distorted Wave Born Approximation
calculation.

2. Experimental Methad

The counter telescope and associated equipments were described earlier ¢%:%9)_ The
experiment was carried out and the data were analysed essentially as before¢®?. Self supporting
Al foil of thickness 3.5mg/cm® was used as target. The observed energy resolution at deuteron

(1) L. Colli, F. Cvelbar, S. Micheletti and M. Pignanelli, Nuovo Cim. 14, 1120 (1959)
(2) R.N. Glover and E. Weigold, Nuclear Physics 24, 630 (1961)

(3) B. Cujec, Phys. Rev. 128, 2303 (1962)

(4) F. Pellegrini and S. Wiktor, Nuclear Physics 40, 412 (1963)

(5) W.N. Wang, Chinese Journal of Physics 3, 15 (1965)

(6) W.N. Wang and E.]J. Winhold, Phys. Rev. 140, B882 (1985)
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Study of 37Al(n,d)?*Mg Reaction by 1.41 MeV Neutrons

energy 8 MeV was about 250 keV. The uncertainty of experimentally determined energies is
about 50 keV. Owing to the very low counting rates in the present experiment (~2 count/min. ),
the data were acquired only at five angles in the forward hemisphere which are considered
to be the key angles for [ value determination.

2. Results and discnssiens

Energy spectrum obtained by combining data for laboratory angles between 10° and 25°
is shown in Fig. 1. The deutercn peaks corresponding to transitions to the ground state and
first excited (1.83 MeV) state were identified. The third peak located at Q=—9.0 MeV was
corresponding to 2.97 MeV state. Our energy assignments give good agreement with Pellegrini
¢t alt*?. Angular distributions for the three prominent peaks are displayed in Fig. 2. The
data were fitted by calculated DWBA curves. The calculations were performed using a
computer program due to Smith and Ivash¢™, which assumes Woods-Saxon shape for both
real and imaginary deuteron and neutron potentials. The deuteron potential was obtained by
averaging the parameters acquired by Smith and Ivash¢®> in this energy and mass range. The
neutron potential was used as before¢®>. They are listed in Table I. The computed best
fitting angular distribution curves for various transitions are shown in Fig. 2. The errors
indicated in all these Figures include ¢nly the uncertainties due to the statistics and to the
background. Values for orbital angular mcmentum transfer / cbtained from the fits and the
spectroscopic factor S are listec in Table II.

Table 1
Optical model parameters used in DWBA calculation
|
Particle V(MeV) | W(MeV) ro(F) l a(F)
Deuteron 95 8 1.4 | 0.70
Neutron 43 8 1.25 l 0.50
Proton 5B 1.25 | 0.60
*Potentigl=_V+iW ) (r)+V,
F(r)=(1+exp(r— Ro)/al™; Ro=7r A/?
V.=Coulomb potential.
~ Table IT
Experimental and the oretical results on lou-lying levels of 3%Mg
Mg state Nilssion®? Spectroscopic factor S J‘ 80 dog_ 40
Spin J {p ; = o df
MeV orbit No. | absolute | 1}2;?&,, lpredicted (mb)<e?
0 0+ 2 5 1.25 0.36 0.33 1.0
1.83 2+ 2 5 2.2 0.64 ¢.62 3.0
2.97 2+ 2 7 1.14 0.33 0.36 1.6

ag the suggested Nisson orbit® fron which the proton picked up.
b) by assuming the total spectroscopic factor from Nilsson orbit No. 5 equal to one.
c) calculated according to DWBA curves.

7) W.R. Smith and E.V. Ivash. Phys. Rev. 128,1175 (1952)
8% W.R. Smith and E.V. Ivash, Pkys. Rev. 131,304 (1933)
9) G.R. Satchler, Ann. Phys. 3, 2i5 (1958)

105 P.M. Endt and C. Van der Leun, Nuclear Physics 34, 1(1962)
11) S. Hinds, H. Marchant and R. Middleton, Nuclear Physics 67, 257 (1955)
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Fig. 3 shows the 37Al ground state configuration on the Nilsson model¢!#, in which the
odd 13th proton is in the Nilsson orbit No.5 and all orbits below are filled.
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Fig. 3. Nilsson diagram for 3" Al ground state, deformation parameter n23.
The neutrons are denoted by circles and protons by crosses.

All angular distributions. correspond with a transition by orbital angular momentum 2,~2,
which is consistant with the transition to 2*Mg states with 0+,2*,2+ spin assigmments 19,112,

The absolute spectroscopic factor is equal to the ratio of the experimental cross section
to that obtained from the DWBA calculation. The normalized spectroscopic factor is calculated
by assuming that the ground state and the first excited state are in the same rotation
band 24,11 (k=0) excited by picking a proton from the Nilsson orbit No.5 (2=5/2*). This
gives the sum of the spectroscopic factor of these two states equal to one.

The spectrcscopic factor S for the rotational mode! is given<2+4,9 in the usual notation by

Stx =GP, j, 2,0 Lk > 1< 161>3C3 (D).

By assuming the proton pickup from the Nilsson ortital as suggested in Table II, the predicted
S values are calculated and also listed in Table II.
The ratio of the spectroscopic factor for transitions to the same rotational band is given by

Nid 217 +1 <I”1,],k1,91 Ia,ky >3

STTELYY <, §,kL8) Is,ki>2
For transitions to ground and first excited states of3°Mg, the I; and I”; are 0 and 2 respec—
tively. This ratio is 1,78, which is in good agreement with our experimental value of 1.76.
This value is also in agreement with the experimental value of 2.1 by Glover ef a/¢® and the

values of 1.87 and 1.53 by (d,*He) works¢%,43,
(12) S.G. Nilsson, Mat. Fys. Medd. Dan. Vid. Selsk. 29 No. 15(1955)
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The differential cross sections and the angular distributicns for grcund state and first
excited state transitions measured by Glover et al and by Colli ef al at 17° are in geccd
agreement with the present results. The value of the differential cross secticn for the 2.97
MeV second excited state, which identified as 3.6 MeV state by Glover et al, lccates between
the two values of the previous measurements.

The 2.97 MeV state with a deminant /~2 transiticn, the protcn was mcst probably picked
up from the highest filled ds;s Nilsson orbit No. 7(2=3/2*). By assuming a protcn picked
up from this orbital, the calculated spectroscopic factor of 0.36 gives gocd agreement with the
experimental value (Table II). By assuming a proton removed from the Nilsson orbit No.6
(2=1/2*) as suggested by Pellegrini ¢t a/, the calculated spectrcscopic factor is about three
times too small compared with the experimental one.

FIA 14.1 MeV ZERFE A1Y(n,4) Mp** BERE2ZHR

F A EENREEEE 14.1MeV hFH 5182 Al'(n,d)Mg?® BEERELZET o HEER
3l Mg2® i 0, 1.8] & 2.97 MeV BRFELZBET AL HHERERMERBEUERES K K
EESERZEREIEADRY | FORARSOEEME -

ERSRER Mgt ZHERFSBBRRBFRIZER
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Investigation of the *Mg(d,p)¥Mg Reaction below 3 MeV™

E.K.Lin (Gkigg) , W.N. Wang (F4#28) arnd J.G.Yu (£25)

Tsing Hua University and Academia Sinica, Taiwan, China

and

W. C. Tung
Institute of Nuclear Energy Research, Atomic Energy Council, Taiwan, China

Abstract, A study was made for the reaction ?®Mg(d,p)3"Mg in the deuteron energy
range from 2.0 to 3.0 MeV. Angular distributions in the range of 20°+140° at E4=2.1, 2.3,
2.5, 2.7, 2.8 and 3.0 MeV were measured. Excitation functions ranged from 2.0 to 3.0 MeV
were obtained for the reactions leading to the ground and first excited states of 3"Mg. The
direct stripping effect was found to give considerable contribution to the P, transition, and
its significance appears to increase grandually at bombarding energies fron 2.1 to 3.0 MeV.
The distorted~wave Born approximation (DWBA) was used to calculate the spectroscopic
factor for the ground state. The measured angular distributions of higher proton transitions
indicate that the compound nucleus formation becomes more important relative to the stripping
process. :

1. Iniroductics.

In recent years a considerable amount of informatizn on the 25-1d shell nuclei has been
obtained from the analysis of the stripping (d,p) reaction. An investigation of the stripping
reaction on Mg isotopes (3¢Mg, 2°Mg and 2¢Mg) has been made by several authors at deuteron
energies (1-5 (Fy=8+15MeV) and also at lower deuteron energies ¢-10 (Eg=1.5+5.0
MeV). It was shown that a good agreement between experimental angular distributions ead
usthe simple stripping theory can be obtained even at considerably lower deuteron energ:!
(1.5+2.0MeV). For the (d,p) reaction on 2%¥Mg, previous measurements have been performed
at incident energies E¢=1.5+2.56 MeV ¥, E;=3.0+5.0 MeV©® and E4=8.9+15 MeV (1,42,
A study of this reaction at bombarding energies¢1:,% (F;=8.9+15 MeV) indicated that the
main contribution to the cross—section for many levels of2"Mg excited in the reaction comes
from stripping. The obtained data were reasonably well explained by the distorted-wave Born
approximation (DWBA) analysis. Silverstein ef al.<'") have measured protons from the 35Mg
(d,p) reaction leading to the ground and low-lying states of 3"Mg for incident energies from 3.0
to 5.0 MeV. They reported that for these energies, the proton angular distributions for the first
three excited states of -3"Mg show a characteristic stripping pattern. Using the DWBA,
absolute spectroscopic factors were calculated and compared qualitatively well with previous
determinations. At lower deuteron energies (Fq¢=1.5+2.5 MeV), Omat ef al ¢ have made
measurements for the same reaction and found strong evidence of a predominantly direct
stipping reaction mechanism at Es~2.0+2,5 MeV for the ground and first excited states
transitions. They analyzed data by the simple Bulter theory only for the first excited state
at an incident energy of E4=2.26 MeV,

The aim of the present investigation was to extend the study of the 3Mg(d,p)¥"Mg
reaction to the 2.5+3.0 MeV deuteron energy range, in order to obtain some information
on the reaction mechanism and the structure of the energy dependence of differential cross

(*) Work performed at the Physics Research Center in Hsinchu and supported by the
A cademia Sinica and Tsing Hua University.
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_sections for the 3%Mg(d,p)3"Mg reaction at low bombarding energies. We have measured,

1or several proton groups leading to the low-lying states of 3"Mg, complete angular distri-
butions to investigate the strength of the stripping effects, and also measured excitation
functions to ascertain the strength of the compound nuclear effect.

The obtained angular distributions at Es=2.5 and 3.0 MeV for the ground state of *"Mg
were analysed in terms of the DWBA and spectroscopic factor extracted. Furthermore,
measurements were also made at deuteron energies 2.0+2.5 MeV; these results were compared
with previous measurements of Omar et al(®.

2. Experimental methed

The experiments were performed using a deuteron beam from the 3 MeV Van de Graaff
accelerator of the Tsing Hua University. The target was prepared by an evaporation procedure
in which highly enriched 2¢MgO powder, obtained from Oak Ridge National Laboratory, was
mixed with pure zirconium powder in the tantalum heater. The oxide was reduced by the
zirconium and the resulting, nearly pure, ¥$Mg evaporated onto a thin carbon backing. The
prepared target contains 99% 3%®Mg and is approximately 100~200¢g/cm3 thick., The protons
emitted from the reaction were detected by two solid-state detectors, and the proton spectira
were recorded on a 1024 channel analyzer. The beam current was collected in the Faraday
cup located at a distance of 55 cm from the center of the scattering chamber. In order to
remove the elastically scattered deuterons and reaction alpha-particles, a set of aluminum
foils (15mg/cm? thick) was stacked in front of the detector. The details of the experimental
method have been described in a previous paper 113, '

Angular distributions were measured at incident deuteron energies of 2.1, 2.3, 2.5, 2.7, 2.8
and 3.0 MeV. The measurements were made at 10° intervals from 20° to 140° lab., with
target angle kept at 45° and 135° with respect to the incident deuteron beam. Excitation
functions were obtained at angles between 30° and 140°, ranging from 2.0 to 3.0 MeV in
steps of 15 keV. The errors in the relative differential cross section which are mainly due
to counting statistics vary between 5-+10%. The error in the absolute cross sections is
estiméted to be 25+30%.

3. Result ard discussion.

. Typical proton spectrum of the 3¢Mg(d,p)*"Mg reactmn is shown in Fig. 1. The peaks
are labeled according to the excitation energy of levels in 3"Mg, these were identified from
their known energies (4»19. The energy spectra obtained are similar to those observed from
the same reaction at higher energies (3+15MeV) in earlier works(*:2">. Fig. 2 gives the
level scheme for 3"Mg obtained from the 3*Mg(d,p)3"Mg reaction.

Groups P,,P; and P; are well separated in all the spectra, they correspond to the
low-lying levels of 3"Mg with excitations 0, 0.98 and 1.69 MeV. Group Ps,; represents four
unresolved levels Ps,Ps,P; and Py of 3"Mg having excitation 3.42, 3.47, 3.48 and 3.56 MeV.
Group Ps, 10 leading to the states of 2"Mg of the energies 3.76 and 3.78 MeV . was not
separated in all the spectra. Group Pis corresponding to the 4.15 MeV state of 3"Mg. was
observed only in some cases, because it appeared near the end of the spectrum.

Angular distributions measured at deuteron energies between 2.1 and 3.0§ MeV are shown
in Figs. 3-5. As is seen from Fig. 3, the angular distributions of the P, group show a rather
regular behavior as function of energy. It indicates that -the importance of the stripping
effect increases gradually with deuteron energy, and the stripping peak is dominant at
E¢=3.0 MeV. The obesrved stripping behavior corresponds to £=0 assignment for the.
ground state transition as expected. The angular distributions of the P, group have somewhat
stripping-like character of £=2 having maximum at near 50°.:Fig. 4 shows the variation of
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the P; angular distributions with deuteron energy in the range investigated. For groups
P, and P; at deuteron energies 2.5+3.0 MeV, the magnitude of the cross—section and the
shape of the angular distribution are not very different from those measured previously at
higher energies 3.0-+5.0 MeV 102,

At deuteron energies 2.0+2.5 MeV our angular distributions for these two groups are,
in general, comparable to those from earlier measurement by Omar ef al/¢® in the same
range of energy. However, there is notable difference concerning the shape of the angular
distribution for group P; in few cases. Groups P.:,P:,Ps,s and Py,10 have somewhat

isotropic distributions as shown in Fig. 5. Apparently the main contribution to the cross—
section for the transition- to the excited states higher than 0.93 MeV state comes from
compound nucleus formation. The Py group was seriously obscured by the 12C contamination
and.as a result, its angular distribution could not be obtained.

The direct-effect contribution for groups P, and P; at E¢=2.5 and 3.0 MeV was calcu~
lated by the DWBA stripping theory . The optical-model parameters used in the DWBEBA
calculations with the computer code Julie are given in table I. These are taken from Ref.
10, which were obtained in a study of the 28Mg(d,p) stripping at E¢=3.0+5.0 MeV. For
both deuterons and protons, the real optical potential used is of the Saxon form and the
imaginary part is in the form of surface absorption.

The DWBA calculations were carried out with several values of the cutoff radius Rie.
The hest fit to the experimental data for the P, group at E4=3.0 MeV was found at Ryy=4.2F
as shown in Fig. 6. The same value of Rie was chosen for the DWBA calculation at Fq=2.5
MeV. The ground state of 2"Mg is well known to be 1/2*. As is seen from Fig. 6(left), the
calculated angular distribution for =0 capture and the measured for the P, group showed
consistently a sharp dip in the vicinity of 37° and a peak at 75°. It is interesting to note
that the peak position aod width are very close to the previous result¢19? at E¢=3.0+3.67
MeV. The fit of DWBA calculation for the group P, to the experimental data at E4=2.5 MeV
is shown is Fig. 6 (right). The peak is slightly shifted and broadened relative to the DWBA

theory. This discrepancy may result from the nonvaried parameters chosen for the analysis
at E¢=2.5 MeV. However, it is seen that the direct effect is significantly present at low
incident energy of 2.5 MeV. The observed stripping pattern is similar to the angular
distribution of the Py group from the 37Al (d,p)38Al reaction(l1> at same deuteron energy.

A comparison of the measured cross-sections with the calculation for £=2 transition
proceeding to the first excited state (3/2*) at 0.98 MeV is presented in Fig. 6 (top). The
agreement is less satisfactory as compared to the obtained good fit for the ground-state

(2=0) transition. At Es—3.0MeV, the calculated values were found to deviate cénsiderably
from the measured cross sections at large angles (from 90° on backward). It seems probable
that the interference between stripping and compound process is present and dominate at
backward angles.

In view of the generally satisfactory agreement between experiment and theory for the
ground-state transition, it is possible to extract the spectroscopic factor in the present work.
From the ratio of the experimental cross section, (do/d2)ess, to the calculated from
DWBA, opw(#), one can determine the spectroscopic factor for a (d,p) reaction on an even-
even target nucleus mvolvmg a single value of J as follows.

2R Cda/dﬂ)u,
(?J +1)° 6»1@)
“The transition strength CZ] —!-l)S and the extracted spectroscOpxc factor S for the ground.
state are listed in table II.
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Also listed in table II is the comparison of the obtained spectroscopic factor with earlier
measurement 19, At Eq=3.0 MeV the measured cross section leads to a spectroscopic factor
for the ground state being 0.62+0.20 which agree, within experimental error, with the
measured value (0.70+0.35) at E¢=3.0+5.0 MeV® _ The extracted S-value also agrees
reasonably well with the measured value (§=0.58) for the isotonic nucleus 3951, obtained
from the 3%Si(d,p)3'Si reaction at E;=2-6 MeV %), The spectroscopic factor for the
excited states is not determined, because the presence of considerable compound-nucleus
contribution makes it unlikly to yield reliable S—values. :

Contribution from the compound nucleus formation to groups P, and P; was estimated
by Hauser-Feshbach calculation*®’, and the calculated cross section, shown as the dashed
line in Fig. 7, was compared with the results of the measurements of two excitation functions
for these two proton groups. The calculation was performed with spin-cutoff parameter
0*=9.0¢2%,1% and the required transmission coefficients.of reaction particles were calculated
from optical potentials with a computer code of Chang¢!®>, As is seen from Fig. 7, the
measured cross sections, which were obtained by numerical integration over the angles 30°
t0.150°, appear to fluctuate and increase with the deuteron energy. The difference between
the experimental points and the calculations is small for the P, transition, but is rather
lazge for the P, transition, especially at deuteron energies higher than 2.3 MeV. It would
indicate that the stripping process is more important for the ground-state transition ‘than
for the first-excited transition, and is less important for both transitions at low energies
(Es=2.0+2.3MeV), where the compound nuclear effect is dominant. The results of the
angular—distribution measurements support the above statement about the relative importance
of two reaction mechanism for the P, and P, transitions.

In summary, the measured angular distributions indicates that {=0and 2 stripping patterns
can be identified for the ground and first excited states from the 3%Mg(d,p)%"Mg reaction
in the investigated energy range between 2.0 and 3.0MeV. The ground state has the £=0
~stripping peak which becomes remarkable and predominant with the increasing deuteron
energy, and the importance of direct effect is largest at F4=-3.0 MeV. For the first-excited—
state- transition the compound nuclear effect interferes considerably with the direct stripping,
in contrast to the results at E4=3.0+5.0 MeV 10y where the main contribution to the cross
section for the first-excited—state group was found to come from stripping. Qualitative
agreement of the extracted spectroscopic factor for the ground- state with earlier measure—
ment 1% would give an evidence for the reaction mechanism that the direct effect plays a
significant role in the P, transition at low deuteron energies (2.0+3.0MeV). The behavior
of our data for the higher proton transitions indicates, however, that the compound mucleus
formation becomes more important relative to the stripping process, and it seems probahle
that the remction at deuteron energies investigated proceeds essentially through the compound-
nucleus formation for the transition to the excited states higher than the 0.98 MeV state.

" The authors wish to acknowledge G. C. Kijang, L. P. Liang and C. L. Tung for their,
kelp in analyzing data. Qur thanks are also due to C. S. Lin for his assistance in performing
Hauser-Feshbach calculation with IBM 1130 computer, and to the operation.crew of the Van
de Graaff accderator at the Tsing Hua University. ‘ L
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Table I
Optical-model parameters wsed
in the DWBA calculations

Deuteron Proton
V(MeV) 75.0 50.9
roF) 1.15 1.25
a(F) 0.81 0.65
W MeV) 60.0 25.4
r(F) 1.34 1.25
Table 11

Spectroscoﬁic factors extracted from the
DWBA fitting to the experiment data

Spectroscopic factor S

measured E¢=3.0 E4=3.0-5.0 E4=2.5 E¢=2-5MeV
E.(MeV) ! omax(mb/sr) (27+1)S [~ Present - Ref.10 Present 1285i(d,p)2Sia#®
Work Work
0 0 3.3 1.24+0.4 i+ 0.62:0.2 0.70:0.35 0.48+0.15 0.58
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Magnetically Induced Insulator-Conductor Transition in Silicon

Yu-Tung Yang (38R ) and Chau-Kun Hu (3 #f3)

Institute of Physics, Academia Sinica and Tsing Hua University
(Received April 1971)

In high electric field, if a gold—silicon junction is biased below the critical
voltage, then with the aid of the magnetic energy the insulator—conductor transi-
tion can also occur., We find by energy conservation that there is an equivalence
between the electric energy and the magnetic energy, eAV=~kpH. kp=pug* which
is the effective magnetic moment. x* may exist in high electric field in the gold-

silicon junction layer. The value of % is about 1.44x10%, depending on the con-
dition of the junction layer.
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Studies of Size Effects in Bi Thin Films
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The thin Bi films are made by depositing the pure Bi on mica substrates.
The thickness dependence on the resistivity has been studied. The behaviors of
films are severely affected by the conditions of sample preparation. By comparing
with the results of other workers, our results probably are quantum oscillations
at 120°K It is interesting that the _resistivity of the film exhibits a minimum at
d=100 A and = maximum at d=500A.

Introdﬁ cticn

In thin metallic films it is possible to observe two kinds of size effects. The classical
size effect occurs €123 if the thickness d of the film is comparable with the mean free path
of electrons /. It leads to an increase of the resistance and to a change of the kinetic
characteristics of the film when d<C/.¢#* The other is the quantum size effect (QSE) which
arises when the thickness of the film becomes commensurate with the effective de Broglie
wavelength 2 of the electrons. In the QSE the energy spectrum in the thickness direction
becomes, discrete, this leads to the appearance of an oscillatory dependence of the kinetic
coefficients on the thickness of the film.

In this experiment we wish to study the size effect in bismuth thin films. We also hopa
to see how the classical boundary scattering processes affect the properties of the film.

In our experiment, the samples were always kept in high vacuum (~10-¢ torr.), and the
resistance was measured by using a Keithley electometer 610B. The samples were all deposited
on mica substrates at room temperature. We have attempted three different methods of sample
preparations: (1) without annealing and cooling, by using those samples, we have the results
as shown in Figs. 1; (2) with annealing at 873°K and then cooling down to. room temperature,
the results are shown in Fig. 2; and (3) with annealing at 373°K and then cooling down to
120°K, from the last method, we got Fig. 3. The results obtained from these three methods
are different. It is clear that the behavior of films is severely affected by the conditions of
sample preparatios.

1. Classical size effect

Fig. 1A and 1B show the results of two samples. The resistivity has minimum values, one
at about 600 A and the other at 1200 A. This agrees qualitatively with the results obtained
by Chou and Yang.®?® Their samples were taken out of high vacuum for resistivity
measurements while ours were not.

(1) K. Fuchs, Proc. Camb. Phil. Soc. 34, 100(1938)
(2) E.H. Sondheimer, Adv. Phys. 1, 1(1952)
(3) Yu F. Ogrin, V.N. Lutskii, M.]. Elinson, JETP 2, 71(1966)
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Fig. 1B. It is-:-'de_bosftea' at room temperature, without annealing a'nd'cooling.

In Fig. 2 the resistivity decreases monotonically with no minimum point. Snmlar results
were also obtained by Duggal ef a/, Rej Rup®1> and by Garcia.® By comparison of the
sppearance of a resistivity minimum, we may conclude that without annealing the resistivity
will show a minimum, and this minimum is more significant at lower temperature of
condensation, ¢*?

There is one more thxng we can conclude from the above results: Accordmg to Funchs
analysis on classical size effect,¢? the resistivity increase significantly when the film
thickness hecomes smaller than the mean free path of the carr1ers. Hence from Fig. 1A -we-
Dbtamed the mean free path /=500 A and from Fig. 1B, [=1000 A. Also, in Fi ig. 2 we have
I= -1000 A. Those values are to be compared with the values for bulk sample, i,e,, I=Imm
at 4.2°K and [:10000 A at room temperature. In a thin film the effective mean free path is

less than that in a bulk sample. Assuming ﬁg?ﬁgj) ﬁgtf)li}fllg , our.l’s are conmsistent with.

the typical value p (bulk)=1.2x10"4@-cm.

In Fig. 3, the resistivity appears to have a minimum at about 44100 A and. 2 maximum
at 42500 A. Beyond this interesting region, _Where the resmtnnty thickness relationshlp has
not been investigated before, the resistivity decreases. with small oscillations. We had
repeated the experiments, and found the results quite the same. Also, the curves are quite
similar for different temperatures in our thickness range. Similar results were obtained by
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Fig. 3. It is deposited at room temperature, with annealing at 313°K and then cooling

2. Qusntum size effect

The QSE has been investigated, both experimentally and theoretically. ¢3-2> Observation
of this effect for electrons and holes in bismuth polycrystalline films was first made by Ogrin
et al,®> Kommik et al.<*> The same effect was also found in some metals other than hismuth,
such as antimony¢®? and tin¢®>,

The experimental evidence of the oscillatory dependence on the thickness below 12°K
has been identified by many workers., However above this temperature the QSE has never
been ascertained. ¢4:%:%,9 We tried to observe QSE, at 77°K and at room temperature,
Contributing to the appearance of the size effect in non—singlecrystal films of bismuth is the
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fact that the structure of bismuth has axial symmztry relative to the trigonal axis. Thus, in
all the crystallites, the orientation of the trigonal axis along the normal to the surface of
the film is the necessary condition for the appearance of resistivity oscillation.

In Fig. 3, the circles represent maximum experimental errors, we see that there are
small oscillations of the resistivity from 500A to 1200A. The results of quantum oscillation¢+>
reported by Komnik ef 4l similar to ours but their results were obtained at 4.2°K, while
ours were obtained at 120°K. By this comparison, we may tentatively attribute them to
quantum oscillations. , '

All the films prepared by using these three different m=thods (Fig. 1,2,3) show a common
feature, that is, there is an abrupt decrease of the resistivity as large as 6 order of magnitude
at d=100 A. For comparison, we note the similar behavior was found in gold films but with
a much broader range of resistivity change. We also found that annealing at elevated
temperatures followed by cooling at low temperatures will tend to make this abrupt change
in resistivity more pronounced, 0

SRR B
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(4) Yu. F. Komnik, E.I. Bukhshtab, JETP 27, 34(1968)
(5) Yu. F. Komnik, E.I. Bukhshtab, JETP Lett. 6, 53(1967)
(6) Yu. F. Komnik, E.I. Bukhshab, JEPT Leit. 8, 4(1968)
(7) V.B. Satndomirskii, JETP 25, 101(1967)
(8) B.A. Tavger, V. Ya. Demikhovskii, JETP 5, 469(1963)
{9) N. Garcia, Private communication :
(10) Hue~-Ming Chou, Private communication :
(11) V.P. NDugga, Raj Rup, J. App. Phys. 40, 492(1969) .
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Solutions of the equation of vorticity constructed as an asymptotlc expansmn in terms
of a small parameter related to the Reynolds number of the vortex are‘used to analyse the
motion of the vortex ring over a rigid sphere. The solution.of tlus analysm is identified
with that of a classical inviscid theory with the same initial vorticity distribution for the
initial instant. They disagree afterwards because the inviscid theory ignores' the diffusion
of the vorticity in the core, ‘

1. Intraduction

The classical inviscid model of a vortex line moving in an inviscid flow has been employed
frequently for the explanation of many fluid dynamics phenomena.¢? Since a real fluid is
viscous, the inviscid solutions should be identified as special limiting solutions of the viscous
theory and the informations which are either missing or mcorrectly provided by the inviscid
theory will then be accounted for by the viscous-theory. .

It is known the inviscid theory yields a flow field W1th mfmite velocity along the vortex
line. So the inviscid theory is-inadequate to describe the motion of a circular vortex ring or
of a curved vortex line. Furthermore, the infinite velocity at the center of the vortex core
is not physically realistic. The large velocity will be accompanied by a large velocity gradient,
In the neighhorhood of the vortex line, i.e., in the vortical core, the viscous forece is no
longer small as compared to the inertia term and should therefore be included to describe
the actual flow in the same manner as in the boundery layer analysis (2,32,

In the present paper the analyses of the motion of vortex: ring are bnefly reviewed and
the results are applied to the analysis of. the motion of a vortex rmg over.a r1g1d sphere in
the followmg sectiors. ‘

2. Outer and Inner Soluticns

The Naver~Stokes equatmns for incompressible flow in terms of the stream funct:on &

and vorticity £ are .

A

g‘;'. =u’\C L : ' .‘ : .(1)
gbﬂ—C B T T @

where A is the Laplacian operator. By use of the . boundary Iayer techmq_ue" ”, the radial

1
distance to the center of the vortex is _st;ephed by a faq;qr e which is the square'r_oot of
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the reference Reynolds number, Re=|I'|/v, where v is the kimematic viscosity and I’ is the
strength of the vortex ring. The solutions for the inner viscous core are expanded:

B 10,0=9 G, D+ B D (7,8,8)+wwore (3)
C(r,t,ﬁ,e)= '"[gfbﬂ/}g)ﬂ"_sblfj/k_
= IO (r, D+ elI(r,¢,0)+ e ] (1)
and matched with the solutions of the outer inviscid region which are expanded as:
(r, 1,8, =g (r,1,0) +epAI(7,4,8)+ veore (5)
?(r,t,ﬂ,s —C‘“’(r,t,0)+eC‘”Er,t,ﬂ)+ ...... (6

Two different length scales r and » are introduced for the “inner” and “outer” regions, the

radius coordinate in the inner region is streched from 7 to r with r—r/e.

The viscous effect is limited to the neighborhood of the circular vortex ring. In the
er region where the shortest distance r to the vortex ring is not too small as compared with

the radius R, of the ring, the classical inviscid solution should be valid.
For each region the power series in € are sustituted into (1) and (2) in toroidal coordinates:
il a5 v 90 w.l 9% _sind ag

1 ¢
o, S S A ———-—T—VE/_\1C+F (cosd _a}"'. r o8 )- pt ] M

where A1='-a-ﬁ+7 ar + 71 3gi
p==RoEtg—r cosf
z= Zo(L)+r sind :
and C=p=t2a9—p~3 [cosd S sing 12 . (®)

-

Fig. 1: Circular vortex ring in axiglly symmelric stream.

The flow in the outer region is always a potential flow to any order of approximation

if the flow field is initially irrotational, i.e., . '
AP =0
{r=( : :

The leading term of the stream function for the outer region is written in terms of

toroidal coordinates (r, &) as '
PO (r,0)=¢*(r,0)+ $:1(r,0) . (9)

where ¢*(7,68) represents an axially symmetric potential flow without the vortex ring and
¢1(r,0) represents the flow due to vortex ring alone defined by¢#

sz ’ Ts—ry Ys—71 R
. 951.(1',9) : 2z _('h+r’)[K( rs +?’1)+E( ?‘:'f'fx)] .
K and E are the complete elliptical integrals of the first and second kind respectively,
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For the inner solntion the governing equations for the leading asymmetric part J
47, 8) in-gb—fi) Ct,7,8) and leading symmetric part ;LTW) (t,;') are

T, 60T, =0 7T /RGP sing 8

T, G5 1 7= (Ry/RO(F T )5 (2 7) 12
The boundary conditions at r~0 are

7>V a, =0, T, r)=finite 13

¥;Vw r.o-o, 7, re/r-0 14
The condition of matching with the outer solution as 7 - andr —0 yields:

PRS- N I 2T (5

B e 7. 8) - I'/(4x)r cos BCIn(8R/r)—11+ Ror (- (wy*— Ro)sing + (ws*—Z)cosd]
()

where wy* and wg* are the velocity components along R and Z axes evaluated at (Ry,Z0)
without the contribution of the vortex ring. '

The asymmetric part & ¢? (t,;,ﬂ) can he resolved into Fourier components with
ay -~ ] ay - . g
coefficients W“ (r,1) for cosjf and 3 (r,t) for sinj@ and reduced to:
— €0 (1)

1) _
@ ?_11 +_}_ i 31_1 [* RnC 7 ]?11 -7 C (0). i

_cu:
ars r ar

for j=1. The boundary condition of 4= v=0 at 7 =0 yields the following conditions for
¢“ as7 —0
y

7 -0 @
?::’ =0 k=1,2, §=2,8,4- ) {19 )
The behavior of v as r-»ee is
-;co: - r
2zr Qo
Consequently, the asymptotic behavior of.?::) as r—>oc can he given
. = | P = Cs(t) o3t
¥ (t,r) —— rlnr +C1 (4, 7)+2222 +0(r )
11 *47[ r ] el

Coefficients Ci(¥) and Ci(f) will be related to the boundary condition at r =0 after the

determination of the vorticity distributionf(”.' From eg. (I§ the matching condition of
eq. (19 yields 7
Ro(®)=w1*(t, Ro,Z0) 2
— 87 —
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And the axial velocity is given by
Zo(D)=ws¥(t, Ro,Z)+ I xRy {1n 22 - 14 €, (1))}

@3
. . . . . . .= 1) = . .
Equation (1% is an ordinary differential equation in » for 'ﬁ)‘n (t,r) with ¢ appearing as

a parameter, therefore, for each prescribed vorticity distribution at each instant § ;1,1 can
be determined.

3. Moticn of the Vertex Ring over Rigid Spkere

If the initial vorticity distribution is that of a rotating disk of radius 8¢, the {¢® and
v¢® distribution at the instant {=1f, is
—c0)

£ ~00, PR for 7< 8, 4
T 2o, . for 7> 84
2zr

(251
where 2=1"/(225,%) and-go=59/f. The solution of equation (I} with the boundary condition
at 7=0 is

ﬁ:i)(to, r)—=—(5/8)r2Q2 for 0<r<d

26)
F 7 (to, 7)=—I/@)(r 16 7 +Car +Car 1] for 7358 i
The continuity of @ ucn and the | jump condition of ¥ CI:—r-.at r =& give
Cr(t)-1ns -2

Cg(to)—_"%-a_’

Therefore the axial velocity @3 at {=£, becomes

; % I 8rR 1
Z(tﬂ)=w3¥ (t’ RD :ZO) +m[ln-g—-zj

28
Due to the diffusion of vorticity distribution of (12, eqs. £, {5 and (2§ will not be valid
for £>1. A similar solution of eq. (19 can be constructed by change of variable ¢ fo r, with
t denoting the life time of the line vortex
t
o= [ Rt /Ro(D)
? 1)

11
13

a1

]
(t, 7) can thus also be represented by similar solution

L (6 Pd=— (/A 3/ C)
The asymptotic behavior of f(7) for large 7 is

30
: 1
f—>35(2 lnp+0.4427+1.294771 + 0(p~1)] 81
By comparison the eq. (23) becomes
Zol=ws*(t, Ro,Zo) +1'(dxRo)-1(1n(8R/} Tz ) —0.558) 32
Now we can thus analize the motion of the vortex ring over a rigid

sphere. By the
— 88 —
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method of images‘4’, the vortex ring is equivalent to a spherical sheet of double-sources
of uniform density, concentric with the fixed sphere. The image of this sheet will be
another upiform concentric double-sheet, which is, again, equivalent to a vortex ring coaxal
with the first. It was found that the circulations (I',I'”) are related to the radii (Ro,Ro”) of
the vortex ring and its image by
1 1
I'Ro* +I7Ry? * =0 &

Therefore at the point (Zo,Ro) the stream function induced by the image vortex ring is

ARRRRY

Fig. 2: The motion of a circular voriex ring
in unifom stream and rigid sphere

,_ I'_.’,_ * * ?'s*—?&* _ TS*—r1$ =
’ sb - 2z (?’1 ta )[F( ra*+?"1*) E( 1‘;"‘-{-?’1*)] « ' v
where ' = —-M['

a

rit=y/ (Ry— R’ 0)3+(Zo —Zo )t

ra¥my/ (Ro+ Ro” )2 +(Z0—2Z0")?
with a the radius of the sphere. ’ _
From the linear combination of the stream functions of a uniform flow, doublet and image

¢(Z0, Re)=¢*(Ro,Zo)+ ¢’ (Ro,2Z0)

at ,
=%UR0’£1—W]+¢ (Zo, Ro) 35)
the velocity components along R and Z axes w,* ard wy* are thus calculated by
=3¢ __r ag*
wq¥ 3Zs wy* Re 3R, {26

respectively. By substituting (8 into (2 and 8 or (32 we found the trajectories of the
vortex ring moving over a rigid spbere in a uniform stream. The Reynolds number Ua/v is

6.25%10%, The strength of the vortex ring I" is chosen to be —%‘3-. The initial condtion at

t=0 are

— 89 —



H. C. Wang

Zo(0)=—10a
Lo(@=1'(xd,3) 2 exp—(r/5s)2]
Calculations have been carried out for 80/a=10"%,10"3 and R,(0)/e=0.5, 1.

For the viscous theory, the relationsbip between £ and ¢ requires the knowledge of the
‘ring since its creation, which is expressed by eq. ¥ with z(0)=8,1/4v.

For the inviscid theory, R, is also given by eq. ) and Z‘o is given by eq. 2§ with dv=
replaced by §3(t). The relatioaship between & and £ is given by Helmholtz vortex theorem.
From the definition of 8(¢),the radius of the core, it is clear that:

{03, /50, )=t
IfC(r D 2ardr=r(1—e¢ 1) =const.
The conservation of mass then gives 27R (#)x82(t)=const. or

§()=38¢ (Ro(0)/Ro(2)12 12
The condition fulfills eq. (2 without the diffusion term.

4, Conclusiens

Fig. 3 shows the differences between the trajectories of the viscous theory and the
inviscid theory. The difference are more pronounced for smaller core size. Fig. 4 shows the
variation of the core size 8(#)=(4vr)*/3, The size in the inviscid theory does not change ex~
cept during the passage over the sphere. In the viscous theory, the core radius increases
due to diffusion at a higher rate for the core with smaller 8,. The trajectories in the
inviscid theory for 8,/2=10-% and 10-% are distinct due to constant differences in core size
while the corresponding differences in the viscous theory are much smaller.
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Absiract

In this paper two-dimensional problem of waves climbing a beach sloping at an aagle
z/2n, with n an integer, has been solved by applying Lewy’s differential equation. However,
differeat from Stoker’s (1917,1933), the singularity at the shore line is assumad to bz aa
infinite series of negative powers of the complex variable. The solution so obtained permits
us to construct an incoming progressive wave, in particular, an irregular one, in infinity.

Introduction

The theoretical investigation of the problem of waves o1 sloping beaches has been made
by many authors in the past almost ninety years. Within the scope of linearized theory of
small wave amplitude, the solution, from which the progressive waves can be constructed at
infinity, can not be fo:1d, unless a singular point is assumed to happen at the shore line.
Although it is not clear physically what type of singularity most nearly describe the behavior
of real waves, most writers, however, have restricted their treatment to the weakest possible
singularity, i.e. the logarithmic one. When the beach is sloping at the angle of =/2n, with
n an integer, Stoker (1947, 1985) has applied Lewy’'s differential equation to- continue the
fluid region from the sector bouaded by the undisturbed water level and the bottom
into the whole plane, so that a function related to velocity potential, which is
analytic in the entire plane except at the shore line, is obtained. In the present work, we
take the singularity at the shore line to be, instead of the weakest possible one, an infinite
series of negative powers of the complex variable, and have solved this problem following
mainly Stoker’s scheme. Incidentally, it is not until almosttwo years after the present
work has been done that Brillouet’s (1957) paper which deals with the similar problem was
found (thank Professor J.V. Wehausen for his personal copy of Brillouet paper lended to
one of the present authors). On.the other hand, although the principle used in the present
work is same as.in Brillouet’s, however, it is different in detail procedure, aad, thus,
suggests another approach to the problem under consideration.

Mathematical Formulation

Let the fluid at rest be contained in the sector of angle =/2n, with n an integer (see
Figure 1). For an inviscid irrotational flow, the velocity potential ¢ (x,y,f) exists as a
solution of Laplace eguation:

pig(x,y, D=0 e ' ¢))
If we assume that the velocity potential is taken in the form
é(x,y,)=9(x,y)exp(ial), )

where ¢(x,y) is regular and analytic in the entire sector except possible the origin of
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. Equation (6) may also be represented in the form
h(z)=(a1D) (asD)-(azn-1D) (asD—w)---(asaD—v)f(2).
Multiplying out the first » parentheses on the right-hand side of this equation, then,
integrating it consecutively n times with respect to z, and noting ajas-- agn-1=(—10", we

obtain
o “""1 l+1i

(asD=s)aaD=)++(asn D= D=5, G, an
In the process to obtain equation (11), the first (#—~1) integration constant must be zero due
to the application of (9) successively, while the nth constant must be imaginary in order.te

satisfy the boundary condition (7), therefore, this constant may be neglected. Further, in
equation (11) the constant ig, is related with bsps by

(=1)**10spa
T @pn—-1)-Cpn—n)’

with ap real.
If one introduces

Ba=Cazs)™? ==eiﬁ(% 5
then, 8:83+Bx=(—1)*i, and equation (11) may be re&ﬁc’ea to

k=1,2:yn, (12)

(D—B1w)(D—Bav)-(D—pnv)f(2)= E -u.-n (18)
which forms the basic differential equation for our problem.
Selution of Complex Function #(z)
The homogenous solution of the di%ferential equation (13) is
(14

fa=3% Ci exp(vfr2).

To obtain the particular solution fp we express it by the following series and then verify that
it satisfies all conditions, particularly the boundary conditions:

fP=¥ f’: (15)
=1
where f; is assumed to be
nep- 1) 2 Baz ~vlgy
Fo=B (07T Py [T S (16
The path of integration for the complex integrals is shown in Figure 2. We note that since z
lies in the sector for which —z/2n<argz<0 and the £: is given by (12) it follows that fz

always lies in the left-plane,
Substituting (15) and (16) into {13) and noting that

S ¥ Brz ity d
(D- Vrl)(( 1y szCJ‘oo fir(p-1>+1 :zzn(y’—'nu’

one finds
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coordinate system. If we further introduce a function f(2) such that
fC2)=o(x,y) +ig(x,3), (3

with z=x+iy the complex variable, then, ¢ (x,y), thus the velocity potential ¢, is completely
determined through f(2) satisfying the linearized boundary condition at free surface:

1
Re(i & - uf) =0, =T, 50, 30, )
the condition at bottom:
Re{—i exp(—i —;7)%}&0, 2=y ew::r/Zn, - (5)

with =3 13+453>0, and the condition at infinity where we require Re{f(2)} and d*/(2)/dz*,
k=1,2,++, 2n, to be uniformly bounded. However, we allow the point at z=0 to be a
singular point which is not necessary a logarithmic one.
Following Stoker (1947) we introduce a function %(z) which is related with Lewy’s linear
operators in the following form:
h(2)=L(D)f(2)
=L1(DYLy(D)++ L1a(D)(2), (6)

where

(@ , k=odd,
L.(D)a{ ‘f:

ar v, k=¢éven,

a.=exp{ —i:r(~2’in— +%—)}, E=1,2--,2n,
and the symbol D represents d/dz.
The substitution of (6) into (4) and (5) yields respectively
Re{h(2)}=0, x>0, y=0, : (7
and .
Re{h(2)}=0,  on z=re-t%/3», (®

At infinity |2(2)| is uniformly bounded due to the definition (8) of %(2) and the condition

at infinity imposed for the function f(2). Consequeritly,

d*h(z

THD L0, k=1,2.,2, )
along any rays rot parallel to the sides of the sector when |z]— oo, as shown by Stoker.
The cordition (7, (8) ard the bourds for #(2) at infinity enable us to continue A(z)
analytically by reflection into the entire plane whére it possesses a single~valued regular
solution bourded at |z]—sco, except at 2=0. Thus, h(2Z) may be represented by Laurent’s
expansion in the neighborhood of z=0 as

h(2)=2 b(x+iy).
F=—00
In order to catisfy the corditiors at free surface ard at the bottom, the coefficients &, of
Laurent’s expansion must be imagiraries, and s=2pn, with p the integer. On the other hand,

h(z) must satisfy the condition at far field. Therefore,

-1
h(2)=2 basa z3?*, b,,. are imaginaries. (10)
,:—@
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Equation (6) may also be represented in the form

h(2)=C(a1D) (asD)-(aan-1D) CasD—v)(aaaD~v)f(2).
Multiplying out the first n parentheses on the right-hand side of this equation, then,
integrating it consecutively n times with respect to z, and noting aia;z--ass-1=(—1)", we
obtain
) _1 a+l,
CasD-sXas D) (asaD-s) (D=5, SR, (an
In the process to obtain equation (11), the first (#—1) integration constant must be zero due
to the application of (9) successively, while the nth constant must be imaginary in order-te
satisfy the boundary condition (7), therefore, this constant may be neglected. Further, in
equation (11) the constant iz, is related with baps by
(—1)**1hgpm -
T @pn—1)(2pn—n)’

With a’ real.
If one introduces

- R _L
frm(an)t=eFTT) pay 2y (12)
then, B:183-Bw=(—1)", and equation (11) may be reduced to
(D—810)(D~Bav)-(D— pnv)f (2):;31 ET(‘,%:T)": (13)
which forms the basic differential equation for our problem.
Solation ef Complex Funection #(z)
The homogenous solution of the differential equation (13} is
fa=E Ci exp(oaa). (14

To obtain the particular solution f» we express it by the following series and then verify that
it satisfies all conditions, particularly the boundary conditions:

fe=2 [ (18)
=1
where fp is assumed to be
n(p- 1) o Baz _“'tdt
fr=2 -1 r A f <TG (16)
CY oo

The path of integration for the complex integrals is shown in Figure 2. We note that since .z
lies in the sector for which —=x/2n<argz<O0 and the £ is given by (12) it follows that Bz

always lies in the left—plane.
Substituting (15) and (16) into (13) and noting that

np- 1) ' Brz _e_”tdt d
(D——v,m)(( D eyﬁkchw AN (P13 +1 =znac:—.1)+1’

one finds
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» L) d a )
,El cfu (D—wge) ZAn (- o zau:—l) ! (a7
or

{él dpeD*1 4 () éld,a(ékﬁ‘) D=1 (-0 5 () ﬁ‘ﬁ,)pn-:

¢ gxx
+‘"+C“U\’-1 i d ( ﬁ) 1 - a,ll (18
4 rEn pE e ¢ ZIN(P-1I+1 znh(ip-1y ° )
The symbol 7 means, as usual, a continued product. However,
- 1 aey 202 —1D—111 1 -
D 15?17(1_-1_)'@'1"=<_1) . [25(1‘)—1)]! zZ®(2p-12 0
by comparing both sides of (18), we obtain o
weif = (r(2p—-1)—131 _ - '
(- 1(§1dﬂ 2n(p—D7! tp, - a9
and |
A
n-1 n B .
S de (B, #e2r)= = don (080 )
k= <7 i<
1 s$k LT
a-1 ™ ®
El d”(i<:§.<r ﬁ‘ﬁjmﬁr);_d” (un;.u ﬁ“,’-},---ﬁ,),
t,j ,r:r:t f’,f rin
n-1 ) o S . :
Ell dpa(BaBaFe-1fes1-Fa-1)= —dpn(B1fsfa-1), 20

where there are (#—1) equations, by which the constants dyz, &#n, may be expressed in
terms of dy» in the following manner:

Let us denote by det [£is] the determinant of the matrix whose elements are the
multipliers of the constants dyx, #~+#n, on the left-hand side of equation (20), by det
(Bis)e-n the determinant of the matrix whose elements are exactly the same as (8] except
the Ath colum which is replaced by the array, the elements of which are the multipliers
of —dys on the right-hand side of (20). Thus, if det (8;])+0, we have

dpkﬂ“d)n—"——deégf&'gz;i’. . 2D
The det (fs)e=s may be simplified by firstly factoring out g4 from the (n—1)th row. Then,
substracting the (n—1th row from (n—2)th row, and replacing by this new row the (n—
2) th row. For this time we may again factor out another B from (n-2)th row. Continuing
this process for (n—3)th, (n—4)th,--rows, we will end up to a position that det [8i;Ji_a
becomes £24*1 times a determinant whose elements of the first row would be all unity and
those of the other rows would not contain fi. Afterwards, substract the 2nd column from
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tke first cre, ard uce this array so obiaired to replace the first calimn of tle determirant
just mentioned. Continuing this prccess for tte 2rd, 3rd,- columns, i.e. replacirg the secord
column by an array cbtaired by subtractirg ke 2rd frem ke 2rd celvmn, ard so on, we chiain
easily

detlfudran=(~ 173 B (B,
¢ 1N
Similarly, we find

detlBes]—Fa™t ‘P{, (Be—B1)-
i’_H:n

Hence, substituting the last two results into (21), one may verify that

-] n=-1
JB' E—'l (ﬁn_ﬁl)
‘ +4 :
d,k“_'_d’p .o n-1 y . . (22)
(Bx—L4)
42

with k=1,2,-,n—1. If the index & in (22) is replaced by (n-k), its conjugate becomes

BT G b0

i$n-2

-‘}-’(n-.‘b)'—‘“‘&-’ﬂ . el _
_(ﬁl)“-l ~‘H1 . (ﬁu-l_‘ﬁt)
’ i;l-t :
Since
ﬁl“-En-t s -p:‘_"‘_f?ll’" : (22&)
tke last equation may be written, after the index (n—1 has been changed to i, as

»-1

_ Pt '1_11 (—Ba—Fe)
— “+h _ _
~(28)

. d'(n-l) i d:a

(_Pﬂ‘)l'-l :__j-]: (ﬁ.‘—‘ﬁ‘).
4
The division of equations (22) by (23) yields
n=-1 .
T (Ba—26) (—fn—
it qyer e BT T

dyin-%) dyn :ZI: (—Pa—P0) (ﬁ.—ﬁ_.) '

However. as may be seen from (12),

—-———‘B———p‘:'_;: =i tan %;-:—-,
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and
a-1
'gl (ﬁ-"ﬁl) . ne1 . .
=(—*1 I cot == ) (23a)
n-1 k=1 n
O (—fa—P)
=1
Consequently,
=Gt (D tan K e e 2
dytn-s) den

Another relation which is similar with (24) may be deduced from (22) by firstly replacing
the index % in (22) by (n—%+1), then, taking its conjugate and using (22a). This relation is

A=l

Br-)*1 11 (—B8r—80)

=1
—_ — tEN-1
dy(a-l-ti):‘“dpn a1 (25)

(—Ba)** 11 Ba-1—F£0

f=1
fk-1

But
Py =13g_€~ z:r/n,l
and

ﬁh—1—ft=e—m/n(f?n~}?¢+1); :
equation (25) may be reduced to

D T My T g

=1
E,(n-lwi):‘_;'_pn -t . (26)
(B2 I‘I_’ (ﬁt—ﬁi),
_ . | t32
Similarly, we divide (22) by (26), and obtain
," . w=-1
. T (BB
— dpt ":.i,‘ (___1).._1 e Zﬁ/ﬂ ﬂ! _'énzg"‘@n—ét-:l! =1 ‘ . (27)
dptn-ks1> don (ﬁ‘".ﬁ‘)@"?‘s") n-1
£1 (_ﬁs—ﬁl)
We note .
~@atpaed=—e g py).
The substitution of (23a) into (27) yields o 7
—_—dLgci)"l“g"'{J i k='1’23.-'u'"sn- . - (28)
d'(p-ii»l) d?ll R
Jf we further assume
. =1 R .
dyn=R, ez(ﬂ— ), | C (29)
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where R, is real, Then, equations (24) and (28) become respectively

_—d"—mitan—lgg- o0 k=1,2,,n-1, ' ' 30
d 2n

pln=k)
— A g2 k=12, ,n 3
dp(n-l{-l) ( 1)

From (30) and (31) we easily obtain the folIowmg recurrence relatxon by takmg conjugates

and eliminating d,. :

dyen-2>=1 dpta-x+1d COt"“g‘g' y k=1,2,--,n-1,
which may also be expressed in the form
' . 7 2"’ ke :
dpcn-u) =()*dyacot 2';1 2n +-cOob G ? (32>

k=1,2,-n=1. If we set k=n—1 in (32) the cotangents cancel each other and the following
relation results:

dp1=(D*1dpa- | | B¢
For k=n we have, from (31), the additional relation -
dyn—e"28 4. 38

Combining (30) and (32), noting afterwards that the relatmn holds for k=n, and using
(33),(34), and (29) consecutwely, we obtain

dys=Ry & LT DA—RZ] o o COt 2;1 cot(kz Dz (35)
which is valid for k—2 3...n. In particular,
Substltutmg (35) and (36) 1nt0 (19) and notmg that '
Jn—Da/d, i(n+Ds /cfr:,_,:z e~ k512 cor % 2;; cot (k;)z "y
We obtain '
.y (m(2p-)-131 ,—,, 8.
—(_13y8-1
It followe that #=0 since both a, and K, are reals.
Consequently, _
dyi—R, € z(n—l):r/fl,
+1D/4-k/2 k-1
dse=Ry e 1‘1:[(?1 % /2] cot 2n: cot -2—??. Ot( 5 )’:
£=2,3,- - €10

Hence, the combination of (14),(15), and (16), thh the substitution of (37),results

cQ n sep-13° ﬁl- vi \ 4
f(2)=" ’2-1' Z d C’. +( 1) p-12 CJ‘O: t—:.—(,—:—ggﬁ- e Uﬁtz (38)

where dys, £=1,2,--,n, are given by (37), while Cps is related w1th the constant C. in (14)‘_
by the following relation:
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Co= :fh dpxChyre 39

The constants in (38) are to be determined in such a way that the solution f(z) satisfies
the boundary conditions (4) and (5).
To satisfy the condition (4) we shall write

H(2)=({D-1)f (), ' (40)
and require that

H()=—H(z), for z=x. 41
We note

-?ipl=— ¢ tan %dp(n-l)s k=1,2---,(n—-1), (42)

as may be obtained from (30) by setting #=~0, and Pa=Fn-3, as seen from the definition (12).

Also 33 4, is real, as given by (19).

kal

Substituting the solution given by (38) into (41), one encounters to evaluate the conjugate
of the integral:

Baz o ¥t gy
CJ-oo —IRGEDT
which, by evaluating the residue of fe—vtdt/[ts““'””] at the origin, becomes

Paz —vt 5 . yzn(p-n : -
—f tancr 1+ 12"’ 2n(p—1)31 * ) (43)

in whxch the integral is taken aleng a path symmetrical to the path C, coming from+ e along
the real axis, then going along a circular arc with the center at the origin (leaving the origin

to the left), and finally along 2 ray from the origin to the point Phz (see Fig 2). It is
clear that the integral in (43) is the conjugate of the integral along the path conjugate to C.

The direct substitution of the solution f(z), together with (42) and (43), and using the
facts that

tan Rk k= t ———kﬁ
2n % o
and
1'[9; -1 kx
Tl POt g,

equation (41) yields
—_ 1)1! CP-1>,38(p-1)

IS s

Crk"=cp (R=k) +i2x

for £=1,2,--,n-1, :
To satisfy the condition (5) we write

K(z)=—iexp(— %).___dl;gz) ,

v}ith f .given by (38), and ‘réquire'
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K(z)-—K_-(—Z), for‘z-rexp(——é'zn—). | ' (45)
Using (43) and

d,t_dp(l-l-l)s k- 1 2 vy, N,
one may similarly obtain from (45) the following relanon
—1)*P-1) y IR 2-D)

Cn"‘?: tn-p+1) +i27 (-‘— [25@: Dy | (46)

for k= 1 2,01,
From the relations (44) and (46) one can reachly verify

) —_— s{p=-1) y,An{p~1)
'Cpx .’r ="'=Crn=crn+12-';( 1)[2?1@ v1)31 .

Thus, if we write -
Cps=Cya” +iCas*, k=1,2,+,1,
where Cys” and C,a* are reals, then,
o C,; ~Cy, say,
' and | " 1 n
c,;o.,ﬂ- 1 -1y ! 2=
(2n(p— 1)3'

for all: 2. Hence, -
s(-1)  an(p-1).

C’l-c‘p +iﬂ (—l)Eanp 1)3' ’ k=1, 2) R (47)

Substituting (47) into (38), we find

sip=-1) an(p-1)

f(z)= ﬁ;gx dys ( Cy+ix (—I)CZHCP——L;D]!

ﬁ.z —vf )
O e Caas 4®)

Two simple cases can be readily deduced from this result: (1) when k=n=1, this reduces to

solution for the standing waves in front of a cliff; and (2) when p=1, by taking the difference

in the path of integration into account, one obtains the case of waves over a sloping beach,

the solution of which has a logarithmic singularity at the shore line (see Stoker [1947,1965)).
As|z|->o0 in the sector —x/2n<argz<0 the function exp(faz) dies out exponentially except

the case for k=n which is exp(—iz), since all 8»’s except B have negative real parts. On

the other hand, it is not hard to show that the integrals in (48) behave saymptotically as

o1 exp(— ﬂnz)(z e )“("”“;

Y Bttt
I‘g 2 g¥gr for m/2<argfrz<s; 49
C

tlﬂ($—1)+1 2% Cg-19 41
—_ a-
~ 1 expC _éu_z_)_(L,...) ’

v PRt (r-DI+1 2z

for n<argBsz<3z/2.
Thus, using (29) where =0, the asymptotic expression of (48) as x—co and for y=0 is given
by
—.303 —
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()~ %"] R,( Cy+(~ D=1 _(;_‘m(jp_“‘%) exp[—i(vx%—"%l :r)], 50

L]
-

or

fmuin(P-12 ]

sx,0,0~ B &7 RRe{(Cor (-1 ey
exp [—1(vx+ 'f ) ] } (51)

From the asymptotic expression ag x—oo one sees that it is possible to construct, through
the equation (2), an incoming progressive wave by proper choice of the constant C,, which
behaves like either cos [wx+ot+(n—1)2/4) or sin(vx+ot+(n—1)x/4].

We note that, if we replace o in (2) by 65, thus, v by vy, the solution given by (48),
as (50) and (51), is still valid, except o and v have to be written in o, and v,, respectively.
For this case, the incoming progressive wave at x=oco becomes an irregular one. :
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Intreduction

The raindrop impact process is closely related to the rainfall-runoff process in urban areas
and the soil erosion process as well. The relative raindrop impact effect decreases as the flow
depth increases,and is generally neglected in studying open~channel flow problems. However,
in analyzing overland flow problems where the depth of flow is small, this effect of drop
impact on the flow may be significant. The general approach to this problem has been to
solve the one-dimensional spatially varied flow equations, treating rainfall as lateral flow %
and including raindrop impact effect in the form of a boundary shear resistance coefficient2?®?
or overpressure¢®, ,

Another approach is a detailed investigation of the flow near the drop impact point.
Worthington392 and Mutchler#3? conducted photographic studies, Palmer (24> made a series of
tests on pressure-drop mass relations for various water layer depths. Harlow & Shannon(11?
analytically studied the drop splashing problem with a Marker—And-Cell technique. Neglecting
viscous and surface tension effects, numerical results of pressure and velocities for some
arbitrary impact conditions were shown. - -

This study extends Palmer’s measurements ard Harlow’s aralytical work to provide a
better understanding of the mechanics after a single drop strikes a stagnant thin water layer.
The drops studied correspond to those which most frequently occur during a natural rainfall
intensity of one to six inches per hour1%?, while acquiring an impact velocity of the magnitude-
of their respective terminal velocities. :

Analytical approach

- Geverning Equaticnc~In order to develop a ore-plase fluid mcdel, it is assumed that
ro interfacial tension exists when a drop strikes the water surface, and that no air entrain-
ment is produced by drop splashing. The fluid dersity, air and fluid temperatures are further
assumed to remain unchanged and the entire phenomenon is assumed to be axisymmetric.
Under these assumptions the continuity equation and the equations of motion which govern
the phenomernon are

e » .
Larse 9 o | | (1
r or 0z
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% ¥ 1 ¥*
av,- _l_l Brv,- n 31),;1:, _ 61’) I % _ 3!;‘:) @)
it r  ar 9z s 9z \ 9z or
OF vyve , 305 _ 1 9 9 v, o
LI N N P SRS N W
a: r ar b 9z r ar az ar

* * .
where v, and #, are the radial and axial velocity components respectively in cylindrical polar
* ¥ .
coordinates(r, z), p is the pressure taken here as the gage pressure, p is the density of the
*
fluid, g is the gravitational acceleration, f is the time variable, and v is the kinematic viscosity

of the fluid which is assumed constant.
It is convenient to introduce the following dimensionless variables and parameters.

¥* ' Ir *
r=r/L z=2/L, f=tvo/L
% ' # . 2
Ve=Vr/Vo, Ve=02/V0, p=p/pvo )
Neg=v,L/v, Fe=ypy?/gl, W=poLve3/T"

Where L is an arbitrary length parameter taken as the cell size dimension in the numerical
computation, v is the drop impact velocity, and [' is' the surface tension force per unit
length between air and water. The governing equations therefore take the form

1 drv. Bv.

¥ ar oz 0 | o o (5)
avr l 3?’0,- av,-?), *__aSD“ 1 3 al’r _ 31);
ot Tr ar | a2 or TNz oz (57 ar) ()

dve 1 8rvees @0 1 dp 1 1 3 ¢ (0v, 3,

G 7 e T8z " F 8z Nar or ’(az ar )]
With given initial and boundary conditions, these equations can be solved by a two-step

(7

pumerical scheme. In the first step, Eqs.6 and 7 are combined to yield

§jp+ g {r de ) aD 1 38%v,% 2 8%rvens) _ 3%t

22 " r ar\" ar at r or¥ . r  oroz gz3 @)
1 arv.

or

procedure if the veloc1ty field, v, and v., is known. In the second step, the velocity field
at an advance stage (timewise) can be calculated by solving any two of Eqs. 5,6 0or 7 if the
mass ‘and momentum are rigorously conserved.

Boundary Condxt;ons—Smce the drop~liquid impact phenomenon is assumed to be axisymmetric,
only half of the (r, z) plane is considered. The origin of the coordinate system is located at
the bottom of the water layer under the drop impact point.

Along the axisymmetric (2) axis the symmetry of fluid motion requires

- e _ W g -0 . .
) ar 0) | ar ] Ve 0 ' (9)

Along the bottom of the water layer, two cases are considered¢*®>. A mno slip condition
in whxch a solid boundary is assumed at the bottom of the water layer and the fluid in
contact with the boundary has zero velocity. Thus, for z=0 Eq. 7 yields

O 1 1 | 3_(,-_31_’.';) | (10-a)

av,

where D= + 72 , from which the pressure field, o, ‘can be evaluated by an iteration

dz F Np ror F:
and the mathematical statement of the no slip condition is
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A free slip condition assumes that the fluid slips freely along the wall provided the boundary

layer developed there is thinrer than that of a single cell size used in the numerical computations.
In this case for z=0

vy O¢ 1
5z 0 o TF (10-b)
Along the radial edge of the domain of interest (r R), a solid circular wall is imposed,

since an infinitely wide computational field is not practical, The boundary conditions are:

2 1o,
R (1)

if the fluid in contact with the boundary has zero velocity, and

Uf":ﬁo, vg‘=0,

_ v _ Oe _ _
1,=0, w#0, =0, -F Qe

if the fluid is assumed to slip freely along the wall.

At th2 fr2z surface th2 rapid chanzz of the fr2z surfac® shipz is oaz of th: most
interesting parts of th2 dcop splashinz phenomznon. Howaver, th: question of employing a
dynamic or static expression for surface tension is a difficult onz since both approaches have
been employed. ¢1»8,192,

Therefore in this study th2 dynamic free surfacz tension is assumszd to bz equal to that of
ths static cas2 for th® sam: fre= surfaz: configuration. At th: fres sucface, th: oaly net

forc2 exarted oa it is th surface tensioa force. In differantial form this condition isexpressad
a5 (1 4,1&}

1 1 . .
P(*— L )ﬂ:=—6:,1‘-€; =pag oty g (4,7=1,2) {13
R R,

whare o4, 5 and o1, 7 are th2 tensor and deviatoric t2nsor strasses raspactively, »# i3 the unit outward
normal, and R, and R; are the principal radii of curvature of the surface,
when the corresponding centers of curvature lie on the fluid side. ,

In Fig. 1,¥R1 denotes the local radius of curvature of a surface curve formzd in the rez
plane. While R; in the axisymmetric case is the radius of curvature of a curve form:d by
the intersection of the plane with a cone which is tangent to the surface at the surface and

£ %
has symmetry about the z axis. For a free surface, z=7(r, t) as shown, ths unit outward
normal vector % 1is

assumad positive

np=—D0 (1482 33y

r or

-1/1
ne=C1+ (aTﬂ)a]
or . )
where subscripts 7 and z refer to unit vector in # and z directions respectively.
After substituting the stress tensor components, oy, s 3%, where p is the absolute viscosity

of the fluid, into Eq C12), the free surface boundary conditions take the dimensionless form

-1 1 62}, Gv, , Ov, Ovg
‘W(’RT Ay [ "'( 5z T r )+"-" 2 (14)
o=y (B R) N '@"“”-’%%3/@*—”-‘) TERER &
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N Ny (e %”J 34 (mgt -y ry (B By g g

where R1=~R1/L and R,-=R,/L.

Initial Conditicns-The initial conditions needed in the two-step computation outlined
earlier are drop shape and drop velocity at the moment of impact. In this study the drop
shapes obtained experimentally by McDonald (32> and Mutchler (33> are used.

The required impact velocity can be obtained from the equation of motion for a drop.

Neglecting minor forces, the balance between drag forces, buoyant force, and gravity force,
for a freely falling drop gives

ml3 apd? dvp?

T~ Tdy o
where pa is the air density, d is the equivalent drop diameter (the diameter of an equivalent
sphere having the same volume as that of the drop), vy is the direction of fall, vp is the fall
velocity, and Cp is the drag coefficient based on a projected area of an equivalent sphere,
Based on data obtained from the fall height versus fall velocity relations measured by Gunn &
Kinzer¢™ and by Laws™ for drop diameters of 0.lmm to 6.1mm, drag coefficients were
calculated and plotted against Nezs=p.Vpd/pe in Fig. 2. The resulting drag coefficient
relationship deviates increasingly from that of a solid sphere for Nga>>1000, indicating

that the drop is flattening and therefore the drag force is increasing with Nzs. Eq.17 can
be rearranged as

v-[dy-0.5( E(l—%L)g————sz;gnvp’] " dupt 1y
With the initial condition ¢p=0 at ¥~0, Eq. 18 can be integrated numerically and the result
used with Gunn and Kinzer’s drag coefficient data to determine the impact velocity of a drop
* falling a specific distance. Test runs for three drop sizes of equivalent drop diameter of
2.3mm, 3.0mm, and 3.92mm (at 68°F) displaying the relation between fall velocity and fall
height are plotted in Fig. 3. Values predicted are in general agreement with Laws’ data.

Numerical scheme

The two-step numerical scheme is shown schematically in Fig. 4. With a given fluid
domain, defined as the fluid field under consideration at a specific moment, and velocity field
at time ¢, the pressure field based on Eq. 8 can be evaluated. The fluid is then moved by
utilizing a Synthetic-Cell-Fluid methed, and the fluid domain at an advanced stage is defined
by preserving the total fluid mass. Eq(3). (6) and(7) then yield the new velocity field and the
whole computational cycle starts again.

The computational field is divided into rectangular cells as shown in Fig. 5. The cell
pressure is located at the center of each individual cell. While velocities in 7-direction are
centered on the left and right side of the cell, and velocities in 2~direction are centered on

the upper and lower side of the cell to satisfy the equation of continuity, Eq. (5), at each
individual cell.

wd?
T~ (p—pa)g—0.504 tp?

Pressvre Fiel¢ -In simple explicit difference form, %) becomes

[ R F] ")

O= ﬂf L g

where :
___i" = 9
floy=28 - ar (7’ N
1
AT (pergar @4, g- 1_9911,‘]' Tﬁﬁ)drz[ﬂwnu—ﬁfhu
1o —¢e-1,10) A9-a°
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g(v)ﬂ--g B3(rvevs) | 9,3 | 1 8%r0,8

r 0rdz ' 8zv " r “Brv
1 . .
- (2i—1)drdz Ezcv?’nx,y +v?’u1,:+1 Xv?c,J+1+v2t+1,1+1)—0m1)
Cvr‘,"l‘ v?’njn) Cvzufu +UZ¢—1,J+1)"1(U?‘1+1,: +v1"c+1-1-1
(uzc,1+ ﬂ2¢+111)+(z_1)(v?‘n1+ ﬂrh!-l)cvzhl_!_ ch—u 1)]+
1 ‘
Mz'ECUZ‘J.fi'l.*‘vz‘:.ffE)n !_(szl}+vzlzl-1)a _2('”2"1_}‘”2"’*_1)’]
_..Lr__l.__ y . 4 F — 1
+(4i_2)AT’E(z+O'5)Cv?’¢+1,J'+v"t'a,!> + 1'5)(v7€;1+vr¢—1s1)
(D _ a o
@i-D, +v, I (19-b)

and all variables without superscript refer to time f. With a known fluid domain and velocity
field at time ¢ and assuming D4 is zero, an iteration procedure satisfying the proper
boundary conditions is used to evaluate ¢, in terms of its neighboring values at four
adjacent cells such that the following criteria in the entire fluid domain are satisfied:

lpf o ok
I! ] i’j & {Zﬂ]
k+1 k -

3 2
Ig’i, J +¢i1j+v?’h! +vZnJ +2h/F|

122f (o) l
— —1.0l<«
P 123g(w)|

where % is the water layer depth, superscripts # and k+1 stand for two successful ¢ values
in iteration process and ¢ is an arbitrary small value chosen to yield an allowable small D
value, although theoretically D=0. The carry-over error is calculated as

D+t =D — At f(p) + g(v)) (22
which is then taken as the nmew D value for advance stage computations. This avoids the
accumulation error after many cycles of time advancement(¥:'® and permits the use of a
larger cell size.

Fluid and empty cells are designated as cells filled or not filled with fluid and surface
and interior cells refer to fluid cells adjoining or not adjoining empty cells, In evaluating the
pressure in the surface cells the centers of the surface cells are regarded as the discrete
surface elements to approximate the surface curvature and unit normal at each surface cell.
The first principal radius, R;, of a surface element centered at (r, z) is taken as the radius
of a circle, R, passing through the centers of three neighboring surface cells (ry, zx), k=1,
2,3 (Fig. 1). Hence .

Ry=({r1—ro)2+(21—2,)332 /2 if 4+0 23
where (74,2,) is the center of the circle. The image (7,z,) of (70,2,) along the line connecting
points(7,z) and (7.,2,) and with a distance 4r from (7, z) is defined as

re=r+(ro—rd)dr/Ry

2o=z+(z2,—2)dr/ R,

When the point (., z.) is located in a fluid cell, the free surface is regarded as concave
inward at (r, z) and the principal radius R;=R., otherwise Ry=—Ry if point (rc,z.) is
located in an empty cell..The second principal radius, R; is defined ag the length of a line

drawn perpendicular to the local surface profile from the center of the surface cell to the
axisymmetric axis.

@1

4
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23 3 25l

It is 1cga1ded es pesitive if (le f1ce surfece is ccreave jrwerd with respect (othe symmetric
axis, i.e. Ry=|R3} if n,20 and Ry=-|Rs| if n,<0.

After tle two prircipal 1zdii R, ¢1d R, s1e cdetermired, (re preszure in (ke suiface cell
cen te evalvated frem Fee. (14) cr (15). Ard tke intericr pressure field frcm Eq.19 viaa simple
iteraticn scleme tered cn-tle Crree-Jeaden teclricre. A cet of triel ¢¢, s velues desigrated
as ¢*;,s are formed by the iteration grocedure

k+1__ ok _ RICTID)
H T T 5 e 1/000, 4
0!t et pfa, s+ (=1 il 4 Dt .
73 (i—0.5)dr3 — ¢ T8
= {26
2 2 '
P TZI P

where £=1,2,......,ard stards fcr tle successive trial sters, ard tke first irial valre, ¢%44,
is asstmed ecval fo 1le tive ¢y valte at its p1evicys stege, tirce ile time ircrement Af is
small. This implies (tat ¢4,47 ¢oo1,2 21d ¢¢,g41 are allened to relex while ¢uiay g erd geigs
are keld firm as hirge pcints wken tle iteraticn FIceess is centered at ¢:,; valre. In (wo
successive trial steps if the criterion

3= el G-DWS - vl L 2o et
dz® + (i—0.5)4r3 SCNEN NG =rad .

is! seiicficd, Fa.(2€) yields a et of ccrvergirg ¢ %, valves which ccrverge (o tle tive ¢,y
~value at time /. Wken tle differerce letween tle (wo tucceseive grcrp cf t(rial valces is

srrall erxcvgh (o catiefy Fes (800 e1d (21D, tte irial ¢%4,; \aILe is teken zs tle trve ¢4, s valve
at time ! and yields the pressure at the interior cells.

Flvic Noverari-The "eyriletic cell flvid® plycically 1eprecerts {Le fizcticral rart cf tle
cell which is ccecrpied bty tle {luid, r.. Its veriaticn is t1eced £s en irdicaticn cf tle {luid
meverent, Tle gereral ecraticn of centiruity in finite differerce farm fer the ccn*prfssﬂ:le
fluid flow

t+4¢ ¢ 4 1 . ) .
- S 7 R S— —(i— 28)
Sty ‘Dsc,; (zHO.S)ArEwnu,;Pu G Dvh,:pn]
1 ‘
+ (v —
dz ( Zi,_f+1p80 vZ:,jPamD}
where
PSA = PE‘:J lf vrﬂ'l!.f :_0 psﬂ' - Psh.f lf Uzhf‘i'l LO
ann: v?’¢+1.1 <0 pS:,J‘+1 ] vZ:-,Ju <0 . 2
p\FB = PS‘)J lf vr‘sf io IOSD“ psij.f lf UZ‘?! 5-0
p.‘i‘;..],j vrhl >0 psh.f—l vzh.f >0

is assvmed to gevern the mevement of tke syntketic cell fluid, ard ke fluid which flews frem
cell 1o cell is assvmed to Le directly preperticral to thke dersity cf tke cell frcm which the
fluid is flowing(5>, : _

In tk¢ velccity ard pressute ccmputaticrs, a cell muse te cleesified as eitler keing filled
with irccmrressible fluid .or empty. Tlus, cells whese syntketic cell fluid is greater tkan
certain valve ((1) z1e Cefired ¢s fluid cells at tkat specific irstant, The valve cf { (£ is
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determined when o _
A5, 5 =Initial total fluid velumn 0

St,.r
2&(¢
PS‘JJ EC )

is staisfied, where 4%y, is the volume of celly, ;.

Velocily Fielc-After evaluating the pressure field at time ¢ ard classifying the fluid
demain at en edvarce sizge 14 44, Egs.5,6 ard 7 in tkeir simple explicit differerce feims 38
are used to ccmpute the velocity field at the advance stage,

When the fluid cell considered is an interior .cell, the rew velccity {ield is directly
calculated frem Fee.(6) ard (7). When tle fluid cell vrder cersiceraticn js a surfece cell, the
eqraticn of centiruity, Eq.(16) ard equaticns c¢f meticn, Eqe.(€3 erd(7), tegetler with tle free
surface teurdary cerditien, Eq.(16), defire the rew velocity field1).

Time Increment-In choosing time increment in time-deperdent ccmrputaticrs, rumerical
instability must ke aveided. Hewever, the ren-lirear characters cf tle equalicrs c¢f motion,
Eqs.(6) and (7) make a rigorcus stability analysis uravailable. Tlerefore, tke time ircrement
catisfyirg all tke follcwirg lLeuristic stebility criteria ¢2%:2%) is employed in the precent
study

At<Minimum——37

“Url'i'lvlll

which is also the von Neumann necessary cordition which must te satisfied upon introducing

the vorticity function, mma—z’—— %t:f , into the equation of motion to reach a linearized stability

, when dr=4z 1)

criterion.

41<0,5422 Ng, when dr=4z ' ' i)
which is the Ceourant condition restricting the distance a wave can travel in one time increment
to be less than one space interval.

WM< Arv'F/h, when dr=4z (33

which is the Courant condition for gravity waves with small wave number.
Experimental program

In order to establish experimentally the relation between maximum impact pressure and
wzler layer depth as a furcticn of drop size ard drop imract velecity, an experimental
pregram was carried cut to measure tke pressure pulce at the bourdary immediately bereath
tke imgact point of a sirgle drop as it strikes a stagrant thin water layer., Tke apraratus
arrargement is schematically skewn in Fig. 6. It ccrsisted of a drep former placed at srecific
elevaticrs atcve a thin water layer. By varyirg tle elevaticn cf the dicp former, the impact
velceity of tke drcp was varied. Tke water layer was ccnteired in a smcoth plexiglass tray 2
{t. equare with 6 in, high sides. At tke center of tlke tray a Kistler €(6A quartz pressure
transducer was mcunied flueh with tle tray tettcm. Tle pressure sigral frem the transdvcer

rassed thrcugh a Mcdel £(4 Kistler ctarge cmplifier ccrtainirg a Mcdel £48A8 plug-in filter
_for rescrance attenuation, ard was displayed on a Tektronix type 5€4 storage oscilloscoge.

Test conditions for this study arc -———-rized below in Table 1.
Table 1, Test Conditions
Range
Drop diameter, d(mm) 2.7~3.7
Height of fall, H(ft) 4.25~33
Water depth, k(in.) 0.0~0,82
Temperature (°F) 64~75
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Different sizes of drops were produced by using capillary tubes of various diameters in
the drop former, Drop formation data are tabulated in Table 2.

Table 2. Relation Between Tube Size and Drop Size
Tube OD Tube ID Equivalent Jdrop dia.
de (in.) de (in.) d (mm)
0.024 0.011 2,62~.2.73
0.038 0,023 - 3.09~3.13
0.062 0.045 3.60~3.74

The drop impact velocity for drops falling various distances is calculated from Eq.18 with
£e=0.00234 and p=1,935 lb-sec?/ft4 and tabulated in Table 3.

Table 3. Fall Height Versus Drop Impact Velocity
Drop size Fall Height - Drop Impact Velocity
d (mm) H (ft) _ ve (fps)
2.70 33.0 25.25
2.70 12.0 21.10
2.70 7.5 18.30
2.70 4.67 15.40
3.12 33.0 ' '26.80
3.12 12.0 21.80
3.12 7.50 18.80
3.12 4,67 15.80
3.70 33.0 28.41
3.70 - 12.0 22.60
3.70 7.5 19.30
3.70 4.67 15.90

Results and discussicn

Impact Pressure Model-At the bottom of the water layer directly below the drop impact
point, the maximum impact pressure occurs approximately 0.1 to 0.5 msec after drop-liquid
impact. During that period of time the non-linear terms in the governing equations do not
affect the maximum impact pressure. After the governing equations are solved numerically,
the magnitude of the dimensionless point peak impact pressure, ¢., is related to the water
layer depth as shown in Fig. 7.

pe==0.2Ch/d)"2""125 34
for 0.8<h/d< 4.0, where d is the equivalent drop diameter. The pressure distribution along

the water layer bottom when ¢, occurs is (Fig.8)
4 * :
p/pe=exp (— Y Ci (2r/h)*] {3

fug
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in which co=—0.00942, ¢,=0.01365, cy~0.34312, cg= - 0.04565, and ¢,=0.00082.

In order to compare the numerical results with experimental data, the pressure along the
water layer bottom is averaged over an effective area equal to the sensing element of the
transducer used¢37?,

This averaged maximum impact pressure pma: plotted against the water layer depth A
for d=3.2mm is shown in Fig. 9. Excellent correlation between the numerical results and
the experimental data are observed. Drop sizes of 2.7mm and 3.7mm were also investigated
with equally good correlation. a

Vertical Pressure Distributiozr~In Fig. 10, the vertical pressure distribution at four vertical
cross sections, r=1,5, 10, and 20, are plotted at three time stages: one before, one pear, the
one after the time when maximum jmpact pressure occurs at the bottom of the water layer.
The hydrostatic point pressure distributions are also displayed at r=20.

Near the droo impact point, the point pressure increases sharply to its maximum value
below the free water surface and then decreases toward the bottom. Due to the direct impact
of the impinging drop, the pressure magnitude is substantially higher than that of the corres—
ponding hydrostatic pressure. For example, the peak pressure in Fig. 10 is about 600 times
its corresponding hydrostatic pressure. Although this is the case near drop impact point, the
pressure distribution has the general shape of the hydrostatic distribution far away from that
point, At =20, which is approximately one half inch from the drop impact point, the pressure
value differs little from its corresponding hydrostatic pressure.

In analyzing shallow overland flow problems, an overpressure concept which assumes an
additional dynamic prsesure in analyzing the flow problem was mathematically intreduced to
account for the drop impact effect by some researchers(2'®>, This study points out that the
pressure away from drop impact point remains hydrostatically distributed during the drop
splashing process. Even under the drop impact point, the high dynamic pressure only lasts 1
to 2 msec before it falls to a value of the same order of magnitude as the initial hydrostatic
pressure. This time interval is rather short as compared with the time interval between
successive drops in natural rainfall, For the drop pattern used by Wenzel et al.%%), the
interval between drop impacts is approximately 0.42 sec. for a 10 in./hr. rainfall. Thus, it
suggests that the overpressure concept does not prsent a theoretically accurate description
under the condition of a series of single drops striking one point.

Velocity Field and Shearing Stress-In overland flow with rainfall, drops after striking
the surface water layer distribute into it and generate a local disturbance which results in
high resistance to flow. Thus, the velocity field after drop-liquid impact is one of the
important factors in studying the drop-liquid impact process. In Fig. 11 sequences of velocity
vector fields are displayed from initial impact up to the time when the crater approximately
reaches its maximum size. Lines radiating from the center of each computational cell indicate
both the direction and magnitude of the velocity and constitute the instantanecus velocity vector
field, Fluid below the drop impact point tends to flow downward and outward, while fluid
around it tends to flow outward and upward. These motions combine to form a crater below
and a crown around the drop impact point. Of those drops studied, the fluid field was -
significantly disturbed by the impinging drop in a diameter approximately l-inch below the
drop impact point. This result is in agreement with the high resistance force reported by
Wenzel et al.29> caused by drops spaced l-inch apart impinging on sheet flow less than one
inch deep. o

The spatial shear stress distribution along the bottom of the water layer as well as the
shear stress time variation at a specific distance from the drop impact point is shown in Fig.
12. This figure shows a relatively high shear stress whose magnitude increases as the crater
size increases. For example, the permissible unit tractive force for canals in noncohesive
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material reported by U.S. Bureau of Reclamation?®? is approximately 0.04 1b/ft* for particles
of average diameter of Imm. Whereas the maximum shear stress below a 0.083 ix. deep water
layer is 0.18 [b/ft3 with no rainfall present. Thus, the rainfall in this case insreases tha
boundary shear by a factor of approximately 42.

When the crater reachzs its maximum siz2, th2 kinstic en2rzy of thz fluid reachss a
minimum. Therzafter, thz fluid arounl the crater flows radially inward to ths crater caater
to form a Rayleigh jet©t2’3%  This bazk flow phasz was not stuliel b2cause of the large
amount of computer tim2 required. This backward fluid motior causzd a radially inwaed
shearing force which togathar with th2 initial outward sh2ariny forez could lodsen aiy soil
particles in th2 impact razioa, thus 2235, Th2 maximum shzariny
force oczcurs around the edge of the maximum crater diracted radially outward suggasting that
the soil erosion there is the strongest. ‘

Free Surface Behavior-The disturbance gen:rated by an impinging drop can bast b:
visualized by observing the free surface configuration as a function of time.

In Fig. 13 a schematic drawing of the free surface at a spacific instant after drop-liquid
impact is shown. Th2 concave surface bzlow tha drop impact point is called tha crater, while
the portion of fluid rising above the original water surface is the crown, and the far-seaching
point of the crown in the radial direction is called the crown tip.

The time history of the behavior of the crater radius a crown tip & and the ceater position
of ‘the crater ¢ after a 2.7mm drop strikes a 0.241 in, deep water layer with an impact speed
15.4 fps is shown is Fig.14. Some characteristic information are given below:

' maximum crater radius=0.194 in,

maximum crater depth™>0.241 in.
time to reach maximum crater radius>~15msec

tnitiatiny th2 soil erasion prozass

For purposes of ‘comparison experimental data obtained by Engelt*’ for a 2.76mm drop striking
a large water pool wth an impact speed of 13.1 fps is given below:

maximum crater radius=0.223 in,

maximum crater depth=0.286 in.

time to reach maximum crater radius=13.9msec.
The analytical results show gqualitative agreement with Engel’s experimental work. Tha
difference between the two crater radii could be due to the finite boundary wall superimposed
at a radius 0.506 in. from the drop impact point¢21>, The bottom of the tray was exposed in
the analytical study, therefore the maximum crater depth could be greater than 0.241 iz.
should the water layer depth be greater than 0.241 i#.<29_ The crown tip behavior also shows
a qualitative agreement with the photographic data obtained by Mutchler<®™ of a 2.9,n drop
striking a 0.114 in. water layer with a speed of 25.6 fps.

The surface disturbance can also be described by inlicating variations in water deph. The
depth variation at four points, »=0.016, 0.148, 0.313, and 0.616 in. from thz drop impact point
respectively, are shown in Fig.15. The depth varies rapidly near the drop impact point while
remaining nearly unchanged at a distance of 0.5 in. The small depth variation at this radius
suggests that depth measurements taken away from the drop impact point can serve as an
indication of the average water depth in studying overland flow problems. The first two
points are inside the crater where depth decreases rapidly. Toward the end of the saquence
shown, a head between the crater center and the surrounding fluid is built which later forcas
the fluid to flow back into the crater center.

Surface Tension Effec{—Surface tension force plays an important role in the drop impact
process. In general, it stabilizes or damps free surface movement. The dimensionless impact
pressure pulse at the bottom of the water layer under drop impact point is shown in Fig. 16.
When surface tension force is considered, the dimensionless pressure pulse has a high peak
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which occurs later in time than is the case if surface ‘tension
because the surface tension force tends to retard the radiall
drop after it strikes. The same effect can be verified by exa
the end of the sequences shown, the axial velocity component
of the water layer under the drop impact point are 21.45 fps
surface temsion force is included. The corresponding velocitie

is excluded. Essentially, this is
y outward fluid motion of the
mining the fluid movement. At
s néar the surface and the bottom
and 2.19 fps respectively when
s excluding surface temsion are
21.65 fps and 2.23 fps. At an even later stage, ;;10.6 msec, the radial velocity component
at the crown tip is 4.72 fps when surface tension force is considered. Its corresponding
velocity without surface tensjon force is 5.58 fps. Figure 16 also shows that 5.3% error will

be introduced in estimating the dimensionless peak pressure value should the surface tension
force be neglected in the analysis in this case.
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Annual Report of the Institute of Physics, Academia Sinica, 1970

Einfluss des Turbulenzgrades auf den Sog

FABRHBR S BEZHE
*»®, % % (Yau-Tien Dai)

Institute of Physics, Academia Sinica

1 =

48 Blohm u. Voss RARiF7i Pioneer B DIEL Ry —BoAR 305 B ST TIAE 7L B T 200,78
~0.82 RN TEEETE  FERERE  WHREERAZETROE (1=0.D #-BRERES
B + REDIEETB/OEERSNLIERE - BEFIERE2 TEERR

OHRBEREZREE -

QHPRRETHZEE o

OHMAZHEIERMITAT =M R o

@HPEEERAZBEEE o

BN RS R E  EERES FEN G TREZDENER N L R EEET
Brr o » TREIE RS EE ~BRSEZENMERRZBEL » MEERIEZ EE R ORRIELET
WA EERORESIRS Mgz EERE . _

' hf:Pioneer B BF  (EFRDSEREIHR AR EE R IEHM-511-Goteborg R ER1/204

E % » ZEF R S 40K 885 (Versuchsanstalt Fiir Binnenschiffbau E. V. Duisburg) #EfEY;

REESE » RERREY M TRRERSEEEETEN - EEETRS L M TR ERRER S
(PIERBRID ¥ Fo<0,28RREW (2 RS » THEMARS IEERERE6 %

EEHRER AR EERREREES SR EE  ROERRE T AT ERS S Z ER RN - PU RS
R EEEYE ST AN e B R RS » HnE BN ERAMETRERRKE  FEHLME
FHRNEBERLENE » DIREERR AR R 2 o

1. E nleilung

Die nachfolgend durchgefithrten und beschriebensn Versuch stellen insofern ein -Novum
dar, als Zusammenhinge zwischen Sog und Turbulenzgrad bisher m. W. nicit behandelt
wurden., Die Anregung zu dieser Untersuchung lieferten die Versuche mit dem "PIONEER™-
Typ von Blohm u. Voss¢®. Dieses Schiff mit vereinfachter AuSenhautform—die mit Ausnahme
des Bug~ und Heckwulstes aus ebenen Flichen zusammengesetzt ist—erreicht bei Konstruk—
tionsgeschwindigkeit einen Propulsionsgiitegrad von 7p=-0,78~0,82. :

Dieser hohe Propulsionsgiitegrad ist vor allem auf eine fiir Frachtschiffverhiltnisse
auBerordentlich gerinze Sogziffer zuriickzufithren. Fiir das Pioneerschiff * JAG DEV ”
(Pioneer~Variante II/III) gelten folgende Datent#’

. L,, -'151,45 m )

B = 22,80 m

T = 10,38 m

O = 27850 t
D, = 6,3 m
Spp = 0,745

g = 0,99

¢ = 0,748

a = 0,88
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FPp =85640 PS
V =16,6 kn
Fa 0,222

i =01

w = 0,285

Die Werte ¢ und w sind der Verdffentlichung iiber das Pioneer-System(!’ entnommen;

si¢ konnen auch fir “JAG DEV” als
geringfiigig geiindert wurden.

giiltig angesehen werden, da die Schiffsdaten nur

Wie ungewdhnlich niedrig diese Sogziffer ist, zeigt ein Vergleich mit Uberschlagsformein

und allgemeingiiltigen Diagrammen:

1) Heckscher t = 0,50-0,12 - 0,254
2} Schoenherr i = Ek.-w=0(,7 - 0,285 - 0,20
3) Goteborg t = w(1,57-2,3f7+1,5a) -~ 0,214
4) Harvald n.Diagr. ¢ §.430 t = 0,250
5) Schiffbaukalender 1942, S. 214 t = 0,223

Arithmetisches Mittel t = 0,228

Die im Tank gemessene Sogziffer fiir den Pioneer liegt also um mehr als 0.1 (oder 56%)

niedriger als der o.a. Mittelwert.

Die Nachstromziffer liegt mit w=0,285 nur wenig unter dem

nachfolgende Aufstellung von Normwerten zeigt.

ﬂbiichen Rahmen, wie

1) Taylor ' w = 0,05+0,5 = 0,323
2) Papmehl w = 0,228/ %" = 0,359
o
3) Heckscher w = 0,7¢-0,18 = (0,345
4) Harvald n.Diagr.¢¥ S. 426 w = 0,34
5) Schiffbaukalender 1942, S. 214 w = 0,32
Arithmetisches Mittel w = 0,337
Dadurch ergeben sich folgende Relationen:
1 - ¢
wit T
“JAG DEV” = 2,85 "'1,26
Mittel der Normalwerte 1,48 .- - - -1,165 - - -

Die etwas geringere als normale Nachstromziffer beim Pioneer bedeutet ‘nicht : unbedingt, .
daB der Energieinhalt des Nachstroms auch geringer als normal ist. Im Falle starkér Turbu-~
lenz—wie hier als Folge der kantigen Schiffsform anzunehmen ist—kann der Inhalt an ‘kinetischer

Energie trotzdem groBer als im Normalfall sein.

Es ergibt sich die Frage: Warum ist bei den Pioneer-Schiffen die quZlffer in éinem

solchen MaBe niedriger als der Durchschnitt?
Naheliegende Griinde dafiir sind:

1. der in den letzten Jahren stindig vergroRerte Freischlag zwischen Propeller und

Propellersteven,
2. der relativ grofle Propellerdurchmesser,

3, die Wulstheckform.
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Eine perstnliche Vermutung, daB auch die sehr niedrige Sogziffer eine Funktion des
Turbulenzgrades sein kénnte¢®>, sollte mit den unter 3. beschriebenen Versuchen gepriift
werden, Die Turbulenzerzeuger wurden nach folgenden Gesichtspunkten installiert:

1. Abstand vom Propeller so groB, daB sich der Propellersog wenig auswirkt,

(Abstand der suf Spant 1 angeordneten Turbulenzerzeuger vom Propeller ist gréBer
als ein Propellerdurchmesser),

2. Ausdehnung in der Spantebene so, daB der turbulente strdmungsquerschnitt nicht oder

nur wenig {iber den Propellerkreis hinausreicht,

3. Kleiner Widerstand des Turbulenzerzeugers im Verhiltnis zum Turbulenzgrad.

Es wurden folgende Turbulenzerzeuger untersucht:

a) Zylinderkérper (Stibe aus Rundniigeln ohne Kopf),

b) Zylinderkdrper mit "Fihnchen” aus 8 mm breiter rauher Kunststoff-Folie,

¢) rechteckige Leitfliichen in verschiedener Zahl und Anordnung.

2. Diskussion und Bewertung der Versuchsergebnisse

Die Vorversuche zur Auswahl der leistungsgiinstigsten Anordnung ergaben die Aussicht
auf eine Reduktion der erforderlichen Antriebsleistung bel den Varianten mit zwei schrig zur
Stromung gestellten Blechen als Turbulenzerzeuger anf K—Spant 1.

Die Ergebnisse dieser Anordnungen werden unter 3.2 diskutiert und mit der Anordnung
3 Reihen zylindrische Turbulenzerzeuger” sowie mit dem urspriinglichen Modell verglichen,

Die Turbulenzerzeuger hatten in jedem Fall eine Widerstandserhthung zur Folge, die sich
fiir jede einzelne Anordnung in ihrer absoluter Grife nur wenig iiber der Geschwindigkeit
idnderte. Bei hoheren Geschwindigkeiten macht sich offensichtich der Grenzschichteinflu3
stirker bemerkbar. :

Die Nachstromziffer lag bei den Versuchen mit zylindrischen Turbulenzerzeugern (3 Reihen
Nigel) etwas iiber den Werten fiir das nackte Modell. Bei Verwendung von nur 2 schrig zur
Strémung gestellten Blechen lag die Nachstromziffer im unteren Geschwindigkeitsbereich
(Fa<0,25) unterhalb des Wertes fiir das nackte Modell, im hohen Geschwindigkeitsbereich
dariiber.

Die Sogziffer war bei Verwendung zylindrischer Turbulenzerzeuger im gesamten Gesch-
windigkeitshereich hoher als- die des nackten Modells. Bei den schriggestellten Blechen lag die
Sogziffer im unteren Geschwindigkeitsbereich (Fa<0,26 bzw. 0,28) z.T. erheblich unter der
des nackten Modells, bei hohen Geschwindigkeiten dariiber. Der vermutete Sogminderungseffekt
ist damit fiir einen groBen Bereich festgestellt worden.

Der Propulsionsgiitegrad war bei den zylindrischen Turbulenzerzeugern {iber den gesametn
Geschwindigkeitsbereich schlechter als der des urspriinglichen Modells. Die schriggestellten
Bleche erzielten dagegen im Bereich unterhalb der Froudeschen Zahl 0,26 bzw. 0,28 erhebliche
Verbesserungen.

Der Leistungsbedarf liegt im allgemeinen hoher als fiir das urspriingliche Modell. Jedoch
konnten mit den schriggestellten Blechen im Bereich unter F,=0,26 Gewinne erzielt werden,
die unterhalb Fp=0,25 den Wert von 6% iiberschritten.

Eine eindeutige physikalische Erklirung ist mit den Ergebnissen dieser Versuche noch
nicht moglich. Die Wirkung ist so, als iibertriige stark verwirbeltes Wasser den Druckabfall
in geringerem MaBe als weniger verwirbeltes Wasser.

Offene Fragen sind dabei:

1.) Die Ubertragharkeit der Versuche anf die GroBausfuhrung,

2.) die physikalische Erklarung des Effekts,

3.) die.Optimierung der Turbulenzerzeuger,

4.) die Auswahl geeigneter Schiffstypen,
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_ Zu l.)

Da eine .Abhéin_gigkeit der Ergebnisse von der Reynolds’schen Zahl zu erwarten ist, sind
zur Priifung der Ubertragbarkeit Geosimversuche angebracht, bei denen zuniichst auf die
Untersuchung der GroBausfithrung verzichtet werden soll.

Zu 2.

Zur physikalischen Erkldrung des Effekts wire es zweckmiBig, den Sog direkt zu messen.
Be den vorliegenden Versuchen wurde der Sog aus dem Propellerschub-Widerstandsverhiltnis
errechnet. Besser wire es, auch den Turbulenzgrad in weitem Bereich zu messen. (Druckdif-
ferenzmessung an der Aufenhaut mit Hilfe neuartiger Pitrans und Hot~f:lm Probe).

Zu .3)

Zur Optimierung der Turbulenzerzeuger wiren Form und Anbringungsart zu variieren.

Zu 4.)

Inzwischen sind bei der Hamburgischen Schiffbauversuchsanstalt~im Auftrag des Forsch-
ungszentrum des deutschen Schiffbaus und bei der VBD-Versuche mit Turbulenzerzeugern an
Tankermodellen groBer Volligkeit durchgefithrt worden.

. In beiden Fillen waren die erforderlichen Leistungen um 1-3% hsher als filr das nackte
Modell. : :

Als Turbulenzerzeuger wurden in beiden Fillen die optimalen der beschriebenen Versuche
verwendet. (Beide Versuchsserien sind noch nicht verdffentlicht worden).-

Diess Versuche lassen erkennen, daB Turbulenzerzeuger bei v3lligen Schiffen keinzn
Sogminderungseffekt zeigen. Hingegen scheint einz Fortfithrung der Versuche bei Schiffen
kleiner V&lligkeit sinnvoll zu sein,

3. Modeliversuche

3.1 Versuchsverbereitung

Das fiir die Untersuchunng verwedete Schiffsmolell wurde aus der Giteborg—-Serie 1 aus—
gewihlt, Besonders geeignet schien die Nr. 835 mit einem Voslligkeitsgrad von 0,597. Die
Schiffs~, Propeller- und Ruderabmassungen sind der folgenden Tabelle, der Spantenrifl der

Anlage 1 zuentnehmen,

1. Modell
VBD-Modell Nr. M 611
Ma@3stab —_ 25
Linge zw. de. Loten Lopimd m 4,800
Breite auf Spant Ba. st (tmd m 0,680
Tiefgang T(my m 0,2833
Linge i. d. WL Lwrcmd m 4,920
Verdréingung a. Spant Ma.5pt, dm? 552,32
Benetzte QOberfliche Stmd dm? 419,90
Volligkeitsgrad 3wz — 0,583
8pp — 0,597 -
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2. Ruder
Ruder~Nr. ' ] 301
Fliach " A, ' dm? 2,251
Seiteriverhiltnis _ C/h — 0,557
Streckung . h%/A4, — 1,800
Dickenverhiltnis t/C = 0,1785

3. Propeller
Propeller-Nr. 130 r
Typ B 455/Wageningen
Durchmesser ' D mm 180,0
Steigung _ P mm 180,0
Steigungsverhiltnis F/D — 1,0
Flichenverhiltnis Ad/As — 0,55
Dickenverhiltnis t/D - 0,045

_ Blattlinge - - S Co,-n- mm’ _ 53,05

Fliigelzahl o - z _ 4

Nach den Erlauterungen in Abschmtt 1 schien fiir den Anbringungsort der Turbulenzerzeuger :
der Spant 1 am sinnvollsten.

Als Turbulenzerzeuger dienten horxzontal und rechtwinklig zur Schiffsachse stehende Rundstibe
(in Form von kopflosen” Nigeln) bzw, Flachstibe im Dickenverhiltnis 1:10 mit Anstellwinkeln
von 10° und 25°. Art und Anordnung sind der Reihenfolge nach den Anlagen 2 bis 6 zu
entnehmen, = .

Da bei diesen ersten grundsatzlxchen Untersuchungen der UngewiBheit des Erfolges wegen keme
- speziellen Mefanlagen mit sehr hohen Aufwendungen geplant waren, kam es auf besonders exakte
Erfassung der' MeBwerte auf herkdmmlichem Wege' an.

Infolgedessen- -muBte eines- der Kempf- und Remmers—DrehmomentclynamOmeter sorgfiltig
hergerichtet und vor jedem neuen Versuch geeicht werden. Dariiber hinaus wurde die Empf-
indlichkeit des' MeBpendels am Schleppwagen' erhdht. Die fiir die Errechnung der Sog-und
Nachstromziffer notwendigen Komponenten -

Widerstand R:- (kp)
Drehmoment e "~ [mkp)
“Drehzahl =~ N " (Upm]
Schub T Ckp)

in Abhiingigkeit von der Geschwindigkeit sowie die Grundwerte des freifahrenden Propellers.
sind also’ mechanisch’ ermxttelt “und die Genauxgkmt ist durch zwe:malxge Wiederholung Jeder .
einzelnen Fahrt weiter gesteigers worden. " l
Der groBe Schlepptank der VBD hat eine Seitenhthe vnn 1, 2m. Um' wahrend der Versuchs—-
fahrten Wasserverluste durch am Tankrand und am Tankende iiberschlagende Wellen zu verm-
eiden, wurde: die Wasserhthe auf 1000mm einreguliert und-das Modell auf Kunstruktlonstlefgang
von 283,3mm mit % ~=552,3dm? gefahren,

Um die MeBwerte nach den bekannten Verfahren auszustraken, wurden spezielle MeBblitter
und Diagrammformulare .vorbereitet. Aus diesen sind ann die Rechenwerte inn 2 bzw, 1 kn
Staffelung ausgewihlt und in Form der am SchluB des Textes angeordnqten .Tabellen zusatn—
mengefaBt worden.,

3.2 Vorversuche

[ R

Bel Beginn der Untersuchungen mit den notwendxgen zéxthchen Unterbrechungen zweck:
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Auswertung der MeBergebnisse zeigte sich, daB schon durch kleine Unterschiede in der
Oberflichenrauhigkeit Differenzen auftreten kénnen, die letztlich trotz griBter Sorgfalt eine
Schwankung der Sogziffer um+20% ausmachen kinnen. Spédter wurden die in den Anlagen 2
bis 6 gezeigten Varianten der Turbulenzerzeuger zn den Vorversuchen gezidhlt und erst nach
Auswertung und Diskussion der Ergebnisse die jenigen Formen und Anordnungen weiterverfolgt,
die den- giinstigsten Effekt versprachen. Als Hauptversuche ohne Unterbrechnung bei anniihernd
gleicher Tankwassertemperatur und gleichen duBeren Bedingungen ausgefiithrt, erlaubten sie
den gewiinschten echten spezifischen Vergleich!

Im Rahmen der Vorversuche wnrde auch die Propellerfreifahrt, deren Ergebnisse in Anlage 7
dargestellt sind, ansgefiihrt.

- Die nach der herkdmmlichen Propulsionsrechnung gewonnenen Werte fiir

Widerstand Py (EPS]
Leistung Py [(WPS]
Nachstrom w -3
und Sog ¢ L=

werden zu Vergleichsdiagrammen zusamxﬁengefaBt und in den Anlagen 8, 9 und 10 dargestellt.
Die nachfolgende Tabelle stellt nurn zum AbschiuB der Vorversuche den Vergleich des Leist-
ungsverhaltens, bezogen auf das Modell ohne kiinstliche Turbulenzerzeuger dar, damit der Weg
fir die Wahl weiterer Turbulenzerzeuger (T.E.) der Hauptversuche gewiesen ist.

Leistungsverhalten der Vorversuchs—Varianten (Strakwerte)

va | ohne T.E. | 3 ﬁ;}ggfen 5 Bleche | 1%2;38 3 Bleche | 2 Bleche
) | Py Py P, P, P, Py
16 3720 4280 4062 4253 4240 4060
17 | - 5250 5800 | 5347 5495 [ 5400 5230
17.5 6220 . 6750 6200 6295 6180 | 6030
18 7300 7800 7204 17310 7080 16980
18.5 9050 9050 8620 8377

3.3 Hacvptversuche

Nach Kenntnis der Vorversuchs~Ergebnisse sind nunmehr die Hauptversuche vorbereitet worden,
die ohne Unterbrechung hintereinander gefahren werden muBlten, Es wurden folgende vier
Modellzustinde vergleichend gepriift:

I-{?szt . Yers 4 Turbulenzerzeuger Darstellung
1 ohne Ce Anlage 1

3 -y as . . " N ’

2 3 Roihen Nigel an BB und StB auf Spt. 1, Nagel von 2,5mm Anlage 2

- und 40mm Linge

2 Bleche von 40mm x10mm xImm an BB u. StB an Spt. 1;

3 25° Anstellung gegenilber Basis: Offnungswinkel konver- | Anlage 7
gierend, Kanten gut gerundet L S
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2 Bleche von 40mm X10mm xXImm an BB u. StB an Spt. 1;
4 25° Anstellung gegeniiber Basis; Offnungswinkel divergi~ | Anlage 5
erend, Vorkanten gut gerundet h

3.4 Zvsammenfassurg

In dem Giteborg-Modell Nr.835 (VBD-Nr.511) im MaBstab 1:25, 6=0,537, sini bei Spant 1
symmatrisch zuc Propzllerazhss verschiedenartige Turbulenzerzzugar angebracht worden, um
zu priifen, ob ein® Verb2sszrung der Sogzziffer unl damit des Propulsionsgiitegrades zu erzielen
ist. Diese Turbulenzzrzeugar sollten d=zn jenigen de: a2:olynamischen Untersuchunzen an
Tragfligela #hazln, jedoch auf diz hydrolynimisch2n B:dingungen des Schiffes und des
Propellers abgestimmt sein, Jede Variante ist durch ein: Zzichnung belegt, und die Versuchs-
ergebnisse sinl in zwal Grupp2a den Vorversuchan unid d2a Hauptversuchen dargestellt. Die
aus versuchstechnischen Grind:n an ein2m Taz hintereinanier ausgefithrten Hauptversuche geban
klare Auskunft iibz2c diz glinstigste Form unl And:dnuaz solchar Turbuleazerzzuzer und lassen
auch quantitativ erksnnzn, wzlch2r Verb2sserung die Gitegrade bei einem solchem Seeschiff
unterliegen.
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Verwendetes Modelle (nach Goteborg-Bericht Nr.44)
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Verwendetes Modell (nach Goteborg-Bericht Nr.44)
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Two-dimensional Motion of Thick Elliptical Wing near a Solid Boundary
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B EEEE (MEEETRTRE S E -~ RE16NMEFERTHER) o B ARG A g 4L » IR
ZRIFCRBFESS  MBRZBEERE R DG AR T s e T LD 38 o #RTT WEEBRRR
i B ATl B SRR R T R T AN R AT T R B H AR e M E B EHH
ﬁﬁ%qfilblf\ﬁfﬁ%jiﬁ‘ééﬂ y R SN BEFITZINE

= RMRBZAE

BETLHEDIR  EEREFRRBERINMA T s B B BRI S L B N T — RS B AL R
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o EEBERNISTURREE Torquay My LAedbibcbaaialalatt
B WRiEhE 278 1R » HIGREEIOR » FrfRZ it H— . R




pERREREES

EESIIHI2K;
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EERGHE (E—E 2,775 i~ B 51 R~ 22
R e B EURTHLE  B—R 2,968
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BRI E » BRGEEETE L REARR
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FEEEIEE NSRDC BFEBWHIERAEE IR
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BRY < CEZEAREITERS BE » S2DIT47
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=~ PR HE

EFFE RN ERREES T EZR #E % B {8 Physico-mathematical typhoon model:
The basic hydrodynamic and thermodynamic equations used in atmospheric circulation system
only represent systems large enough to be strongly influenced by the Earth’s rotation and to
obey the hydrostatic equation. Thus, in the numerical simulation of tropical cyclone motions,
many small-scale phenomena have to be parameterized, in terms of the large-scale dependent
variables. ‘ : i '
Qoyama¢®? -used the gradient wind assumption in forming.a numerical model for the life cycle
of tropical cyclones. He carried horizontal velocity at three levels in the vertical and repre-
sented temperature only at an upper-level and in the Ekman layer. No allowance for the vertical
variation of static stability is provided and water vapor content is predicted only in the
boundary layer. Yamasaki¢**> and Rosenthal ¢#? employed primitive rather than balanced equations
in forming numerical model for tropical cyclone development and had substantially greater
vertical resolution. They differ in that the former uses (P)and the latter uses (Z) coordinates.
And Rosenthal’s system is open at the lateral boundary, whereas Yamasaki’s is closed. The
jocuracy of the finite~difference methods used in solving the model’equations has been  dis-
dussed by Molenkamp¢4>, Incorporating the effect of the non-adiabatic heating in the lower
troposphere into the baroclinic model used by Gambo, Nitta¢5? employed a quasi-geostropic
four level numerical model in weather prediction. The predicted displacements of typhoons show
a great extent of retardation possibly due to the crude-difference cells he was using. Recently,
a moist-convective global atmospheric circulation model with realistic-orography was construc-
ted by Manabe et al.(® to analyze the structure and energetics of the tropical circulation.

T;hq,proposed,;:-esea_rch intends to form & _physic,al_q-ma;i_:hénlia_ti@;él ._,_gyﬁ;xbp-q;';n?dgl -in . predicting

the dynamics and structures of typhoon concerning Taiwan island, - - -

A
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